
CSZSOIEE 387 - LECTURE 11 - GURUSWAMI - SUDAN

ALG
.

GASTROPOD FACT

AGENDA_ A typical garden slug

@ Recap Will have about 90,000

�1� Aside : How hard is decoding RS codes ?
grandchildren

- each
slug

�2� Sudan Algorithm lays 20-100
eggs

several lines

�3� Gumswami - Sudan Algorithm .

per year
.

EEY.ee#ie:*En
@ RECAP

.

Last time
,

we saw UST . DECODING :

.

DEF .

A code CEE
"

is (p ,
L ) - LIST . DECODABLE if V.

yet ,

1 { cec :

Slaykp }|£L
.

The LIST . DECODING CAPACITY THM says
that there F codes that are

(p ,

' ' e) fist - decodable without 12=1 -

Hdp ) - e
,

for
pet

-

' '

q
.

•
That's the same trade . off as for random errors !

•Moreover
,

notice that
p can

get as big as t - ' '

q
.

If we demand
unique

decoding ,
the Plotkin bound

says we can't hope to do belter than 1¥ with R > 0
.

OUR NEXT Question : How list . decodable are codes we know and love ?

For example,
Reed - Solomon Codes ?



LaSttimeWesawtheJoHNsoNBouNDwhichsaysthatcodeswithgooddistancearedecentlylist-decodable.ForRscodes.theJohnsonboundsaysthatanRScodeofruteRislist.decodabkup1odistancepu1-Ft.eNoticethatlist-decodingcapacityisp-HgY1-R1a1-Rhr1ageq.Sop-1-1Ris1essgoodthanitcou1dbe.DAslDEiHowhardisitlvdecoobeRScode.7ingtiEgEr3nooe@Moreprecisdy.givenwetFgn.findceRSglmk1sothatS.lW

,C ) is minimized .

Howhardthisdependsaktronthe assumptions wecanmakeaboutryeipzgslwic
)

. otrexampk
,

if Fcst . SK
,wkt¥

,

then Welch . Berkkamp

Will do this in
polynomial

time
. Howaboutiffkiwlislargo ?

fmeomhornstsI l i 1 I

o

¥ 1- R 1- R 1

List . decoding Atmostone By the Johnson (ltgfesjtjsp )E ? ??
Definitely exponentially

stains Codeword C with Bound
,

there are forsomechoiasofrscodes
,

Mdmfotkwwdk
Dkiw ) ⇐ P

spolyln ) codewords it 's exponential . brothers
,

sit . Skiwkphr

C with Akiwkp 0111 .
In general ,

this any Pintnismnge .

is not  well understood
. ( Bkoflistdecaptnm )

Hownardisit wecanfndc
TODAY ! Wewillsee Also ? ? ?

.
But there For

large enough p ,
this is

banana efficiently
w/( eg )

how to find all these One some P
's in here

known µ be Np . had

closest  codeword ?
Welch -

Berkkamp Epolyln ) Codewords Where doing MLD up

orelseelticiently
efficiently ,

and then
to distance Pisces

( you
'll getataskofthis

decide no  such hardasdiscreklof
.

on

your
HW ) .

c exists
.

Wecansearohtfind

the closest
.



�2� SUDAN ALGORITHM

The Sudan Aly is a wamup
to the Guruswami . SUDAN alg ,

which Will be able to efficiently

list - decode RS codes
up

to the Johnson bound
, p

= 1- R
.

@ BIVARIATE POLYNOMIALS

A bivariale
polynomial QCXY ) e

Fg [ X. Y ] is :

01 X. Y ) = [
xij

Ii Yi
,

where
me = :

deg #
( Q )

i=o
, ...

,m*
my

= : degy ( Q )

j=0 ,
...

, MI

Notice that we can also think about Q as an element of #[X])[Y ] :

QIX ,Y ) = [ Q . # . yi
-

J=0"  

' MY (
the coefficients live in Fq[X ]

.

Polynomials in (Eg[X ] ) [ Y ] behave
a lot like a

"

normal
"

polynomial
in Y

.

FOR EXAMPLE : Consider QCY ) = Y2 - 1
.

Then 0111=0 ,

which implies that (4-1) / 42-1

Similarly ,
consider

QH
,

D=
Y

'
. fkl?Then QK

,
# =o

,

which implies that ( Y . fk ) ) | QH ,Y)

FACT
.

Let QCX ,Y)eFg[X,Y ]

,
and let feFg[X] .

Then

QK
,

full ,÷o# ( Y . HN ) I QK ,Y )

⇐
 '  '

means
"

is identically 0
,

"

£ "

divides
.

"

aka
,

QK ,Y)=( '

ffk )) . hk,Y)
aka ,  all the coefficients  are  0 . for some he F[ X.Y ] .

Moreover
,

we can find such f 's efficiently ,
and there are

at most degy ( Q ) such f 's
.



2130 RECALL the BERLEKAMP - WELCH ALGORITHM :

Given Y
= (

Yi ,
...

, yn
) E Fq

"

:

(
Recall

,
EK ) was supposed to be the ERRORLOCANRPOLY

,

EKIT.!fI,c ,

!× -

xi ) ,
so that  

Elxitfkl
= EK ;).yiVi

1
.

Find low .

degree polynomialsETX
)

,
BK ) st . Ekitoyi = Bki ) tit

, ,n

2. Return fkk BHVEK )

We can recast this in kms of bivanutepdys
:

1. Find QCXM ) (MAYIIYIFH .. BW ) st . QC
any ;l=ofi=l

,
.

. ,n

2. Find a poly fk ) sit . QCX
,

FCX ) ) =O
,

and rdumf.

# uliatnat fkk BKHEK) Will work  in the Q we were  supposed bfnd )
.

We 'll use the same framework for SUDAN 's ALGORITHM fur list .

decoding .

PROBLEM : Given y=ly , ,-,yn )
,

k
,

and t
,

find all
polynomials FEFGCX ] sit .

:

•

deg (f) < k

.

fkikyi for at least tofthexi 's
.

What t 's can we handle ? We 'll see later!

@ Finally ,

SUDAN 's ALG
.

In this context
, Berlekamp - Welch is :

Imsrnnasmon ±
.

Fina a

@⇒eareEpFij"niiyai%FF.fi?sotna+acai.yii=oti=t..n

Root '

FINDING 2
.

Factor QK ,Y ) to find polynomialsf( X) st .

Q ( X
,
HX ) )=O

.

step

Return all such f 's
.

• We can do step 1 as long as we
have more variables (wefts of Q ) than constraints

.

• To make sure that STEPZ is correct
,

We 'll have to
argue

that whenever ftxikyi for > tvaluesofi
,

then QCX
,

fk ) 1=0
.

The fact that the list is small will Follow fomlhe fact that Q is low .

dy .



This algorithm basically Works
,
and is called SUDAN 's ALGORITHM

.

THM If t > Zak
,

then we can solve the list -

decoding problem in
polynomial

time .

Before we

prone
the THM

,
we can ask how

good
this  is

.

( # agreements between f and
y ) = t > 2 #

D ( f , y
) =

n . t < n - 2nF

So this works up
to radius

p
< ¥ = 1 - 2k

.

Remember that we were
shooting for t.fr

,
so this isn't quite right

-

but we 'll
get

there !

Ow we 'll
prove the THM

,
and finish

specifying the alg . along the way .

flialgwithm:

STEP 1 ( INTERPOLATION ) .

Choose l= µ
.

Find QCXIY ) sit
. deg ,

CQ ) ⇐ l and degyklkme ,

so that Q( ii.
yi

) =O Hit
,

. . ,n .

To do this
,

we need :

( Htoeffs in Q ) > ( # constraints )
- -

( l + 1) ( the +1 ) of these
n of these

and indeed we have ( ltl ) He + 1) =

n the + l+1 > n \

STEP 2 on NEXT PAGE



pf Ctd
.

STEP 2
.

( Root . FINDING STEP ) Return all fk ) s .
l

. Q (X
,
HXHEO

.

Nole that we can
do this

efficiently ,
and the size of  our list will beat most

degy ( Q ) = Me = nffn = 11h
,

a constant .

Now we need to
argue why

this step is a
good

idea
.

Suppose deglf ) < k and that fldikyi for > t valsofi .

We need to show that We Will return f
,

so we need to show QCXHX ) 1=0
.

Let Rlxl : - QIX
,

fkl )
.

Then
deg

I R ) a-

deg #
C Q ) +

deg -41
.

degykl ) < ltk . I -2nA

tihis is why
We chose

But Rlxil = Qlxi
,

fkil ) = Qldi
, yil = 0 ein

,

to balance these

for at least t values of i. brooms .

So R has
degree < 2Fk

,
but t > 2nA not

,

hence RKKO
,

as desired
.

�3� GURUSWAMI - SUDAN ALG
.

Now we 'll fix This
up so that we can actually get up

to
p=1

- R
, meeting

the JOHNSON BOUND
.

Two CHANGES :

1
.

We Will change
how We measure

"

LOW -

DEGREE
"

2
. We will

require something
a bit stronger than Qlxiiyi ) =O ; we 'll ask for Q

to vanish with high MULTIPLICITY .



CHANGE 1.

DEF .

The ( 1. k ) -

degree of Ii Yi is itkj
The ( 4k ) -

degree of QIIIY ) isthemax ( th ) . degree

of
any

monomial in Q
.

Just this change is enough to make SOME
progress

:

THM If t > Tnk ,
then we can solve the list -

decoding problem in
polynomial

time .

gketth

pf . Samealy ,
but now demand the lhkl -

degree of @ is < #

STEP 1. INTERPOLATION
.

Turns out KUN EXERCISE ! )
'there are > D%k (oeffsinapoly

Find QC X. Y ) sit
. w/ ( 1. k ) -

deg ED So

(hktdegis < Fkn! ( # variables ) >

tlzknnl
=n=l# constraints )

and we can find Q
.

STEP 2
.

Root . finding .
Now we

have
deg(R)=deg( Qkifkl ) ) <

thktdeg of QeFnk
'

( sameas before) So the
argument goes through asbefrewitha slightly better bound

.

But we want 1 -

R ! Not 1 - Fr !

CHANGE 2
.

DEF
.

QCXIY ) has
a not of multiplicity

rat ( aib ) if

Q(X+a
,

Y+b ) has no terms of total degree
< r

.

Example : QCXM ) = ( X - 1)
2

( Y -1 ) has a not of multiplicity 3 at 11,11
,

because QHH
. ,Y+1 ) = XZY which has total

degree 3
.



GURUSWAMI - SUDAN ALGORITHM
.

Choose a parameter r

Suppose t  

HEE

'

1. INTERPOLATION STEP
.

Find
a polynomial

QlXidwithHihtdegreeDfkn.rTrjsothat@Ki.y

.

. 1=0 with
multiplicity

r for it
,

. . ,n .

2
. Root . FINDING STEP

.

Relum all f so that QCX ,
fall 1=0

.

[ Notice that there are edegy ( Q ) e Dlk a  

rfE of these
. ]

ANALYSIS :

Again we need to show that 1
. is possible and that 2. is a good idea .

1. FUN EXERCISE : The number of constraints in
"

Qlaiyitowlmult . r
"

is n . (rztt ) .

So that's MORE constraints than before
,

which seems like a bad
thing . ...

we 'll see later why it's
actually good .

The number of variables is still DYZK
,

so we need
'

knr . ( r+1 )

i

T
> n (RE

'

) - Ira )

2

which is TRUE
.

\
.

2
.

Let 121×1=0 ( X
,

fkl ) as before
.

Then not
only

does RK ) have st roots [ as before ]
,

it has at roots

which EACH have multiplicity r
.

Justification on next
page

...



ANALYSIS ctd
.

Claim . If flail .

yi ,

then (X . ait I RK )
.

PI Let's dnpthei subscripts for notational sanity .

Recall that since A has a root of multiplicity
rat ( x

,y
)

,

Ql Xtx
, Yty ) has no terms of total degree

< r
.

Now
,

consider FIX) :=fH+x ) -

y .

We have

R(X+H= Qlxtx
, ftxtx ) ) =Q( Xta

,

FH) +

y
)

.

This is asumofmonomidls

Ic . FHI )d where Ctdzr
.

Now
,

since flaky ,

FTOKO
,

so I has no constant 1am
.

Thus
,

those monomials It fled are all divisible by
Ictd

,

and hence aeall divisible
by

In
.

Then XI | Rktx )
,

which means ( X -

a )r| RIX )
,

as desired
.

Now
given

this claim
,

the fact that flxityi for atleast t different i 's

means that RK ) has tr roots
, counting multiplicities

.

Since deg
( R ) =D

,
if Risnonzero we must have

\
this is why it was

Oklotukeahitin

tr < D
the number of

constraints ! Now

at .r < FE
wegetrt

not instead

¥5 < Ft § ofr .

That's not hue
,

so RCX )=O
,

and the proof concludes as before .

*



This
proves

the following theorem :

THM If t > fnktfr
'

then we can solve the list -

decoding problem

in
poly ( n ) line

,

With
'

list size r.fr .

Once
again ,

we calculate that this means we can take
p

= NLI =
1

- try
,

So we conclude

THM
.

For all r > o
,

RS codes of rate Rare ( 1 - tuff
,

MR )
List - decodable

,
and the Guruswami - Sudan algorithm

can do the list -

decoding in time poly ( n ,r )
.

Thus
,

we can racket
up

r as large as we like (
say , r=pdy(m ) and approach

the Johnson bound with
polynomial

- time algorithms .
HOORAY !

The moral of the story :

WE CAN EFFICIENTLY LIST . DECODE RS CODES up
to the JOHNSON BOUND

NOTE
.

As presented ,
the Guruswami - Sudan algorithm runs in time O(n3 )

,

but people

have optimized the heck out of it and it can be made to run in time 01 nluglnll .

1
disclaimer :

QUESTIONS to PONDER maybe were 's

another
loglogln)

factor in there
,

I

�1� What breaks in the GS algorithm beyond the Johnson bound?

" He

�2� Can
you

come up With a
" bad

"

list of close .

together
RS codewords

beyond the Johnson bound ?

�3� What if I modify the constraints so that instead of
' '

flail =yi

"

they are

"

fkile { yi , yi , yi
"

}
"


