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AGENDA
GASTROPOD FACT

-

Slugs
Iwhich have small

,
internal shells)

@ RECAP + WARMUPY RMq(2ir) .

are thought to have evolved from snails

�1� LOCALLY

CORRECTABLE

CODES (with
large

external shells)
.

In fact
,

�2� RM CODES as LCCS
if

you expose
snail

eggs
to platinum ,

they Will develop without shells
,

and the

�3� HIGH - RATE LCG [ sketch ]
thought is that the mechanism for this has

www.theevowionarysnait#8mhdhisfatfIyEnIuIEentm@

@ RECAP
.

Last lime
,

we saw
how to correct binary RM codes

.

QIseat

This algorithm
had a nice property

: we recovered the symbols g

%:*:*:*:#my:#

one . at . a
- time

, by looking
LOCALLY at different sets

.

THE APPROACH find a bunch of disjoint sets that can
"

vote
"

for each codeword symbol .

Tniswasmeappnah Not too
many

of these sets will be corrupted if there are not too
many

from . lecture
]

errors
... so the majority

vote Will be the correct value !

(
or rather "

exploit locality
"

The algs
we saw last time are

"

LOCTAL
"

in the sense that

(a) We recover one symbol
ata time

(b) We do it
by looking at small

groups
of other

symbols .

All this should make us wonder :

If we ONLY want one symbol of the codeword
,

Can we

get
it in SUBUNEAR GKD TIME ? ? ?

A LOCALLY CORRECIFBLE CODE allows Us to do his
.

(And RM codes are LCCS )
.

.



�1� LOCALLY CORRECTABLE CODES
.

Letustryto

formalize the question in the box
.

THE

toffee . G-

Fina
.

G.
Qtwenynnpcgrrwegmgxaeofgyseluc

) if there 's

an algorithm A so that

for all we Fgn so that Feels .t
. D( c. in)< Sn

,

andttiefn ]
,

A' Yki) makes at most Q
queries bwandrdumsci

.

linputisi(
A has orackacasstow

Does this make sense ? NO
.

Sure
,

it
parses ,

but if Q=o(n )then this is a vacuous definition
.

CARTOON :

iffy
-0-000

←

area

tested
i.

Uci
8
"eYQ

position
,

ADVERSARY

0¥
AHHA

÷IntisarXD§@@ Toymakerifeng.tt
GARBAGE &%Q

position
,

That is
,

if the
apiaries

are deterministic
,

and Q< Sn
,

then the adversary

Can COMPLETELY mess
up

the algorithm 's View
.



Instead
,

we will need to RANDOMIZE the
queries

if We want to deal

with an adversary .

DEF
.

CE Fq

"

is a (S
,
Q

, y ) - LOCALLY CORRECTABLE CODE ( LCC ) if there is

a randomized algorithmA so that the
following

holds:
for all we Fgn so that Feels

. t.DK, w) < Sn
,

and ttiefn ]
,

• At Yki) makes at most Q
queries

to w

1

input is i(
A has Oracle access to W

• At
"

lit =

a- with
probability

at least I -

j .

OTHER NOTIONS of LOCALITY :

•If you only
want 10 recover a MESSAGE SYMBOL xi instead of a CODEWORD SYMBOL a

,

it's called a LOCALLY DECODABLE CODE .

• If there's no adversary and
you just

want to be able to recover
any symbol in SOME

local way (not
including that symbol ) it's a LOCALLY REPAIRABLE CODE .

fk¥oYEuYxe case)

• Also : REGENERATING CODES
,

LOCALLY TESTABLE CODES
,

RELAXED Las
,

MAXIMALLY RECOVERABLE CODES
,

...



BRIEF LIT
.

REVIEW
on

LCC 's
.

Q n lasafundionofh ) Comments

2 n= -012k ) Mgftuhnndguneppeerttower

3 fianaexplexpllgeglkso
" ) ) taenpdhegabndisux

0110gal)

kent
poly ( k )

Olne ) kens H+x)k
foranya > o

Today we 'll see how RM codes ftin
, starting

at 0=2 and

ending
at one .

�2� RM codes as LCCS
.

@ Q=2
.

Last time
,

we saw the following algfr decoding the Hadamard Code :

ALG
. Input :

g
: Em → Fz sit

.
D(g. f) < 2Mt for

some
FERMZCM

, 1)

Output : f.

For  it
,

. .

,
m :

For each pettzm :

Let eilp ) =

gc B) + glptei )

Set E = MAJ { Icp ) : Be Em }

RETURN f ( X
, ,

... ,Xm ) =£i%Xi .



We can easily modify this
algorithm

to be local :

ALG
. Input :

Queryacassbg

: HIM → Fz sit
. Ng ,

f) < 2Mt for
some

FERMZCM ,1 )
,

and an index

team

]

Output : A
guess

for flei )

Choose petzmat random
.

RETURN gc B) + glptei )
i

As staled that only recovers
message symbols but it is easily modified

to return
any

codeword
symbol:ALG

. Input :

Queryacassbg

: HIM → HE sit
. Ng ,

f) < 2Mt for
some

FERMZCM ,1 )
,

and an index de Fam

Output : A
guess

for

ffa

)

Choose petzmat random
.

RETURN gc B) +

g.
(

ptx
)

i

CLAIM : RMZCM ,
1 ) is a ( S

, 2,1-24 - LCC for
any

8<114
.

proof . If glpkflp ) and glptxkftptx ) At

then g(B) + glptx) = ftpkflptd) = fk ) sincedeglfktb Nonentity okiffhas
a constant Kmsina it will

Ht happens with probability } to
,

since

cancel
.

P{ glp ) + Hp )3=P{ glptalt ftp.H } ES
,

since p and xtparebdhunibmlymndom .

(Notice that they are Not
jointly

uniform
,

but each marginal
is

uniform) .



GREAT ! Now we
have

a 2-
query

LCC
.

But the rate is not
great

: mkm
.

QUESTIONS :

�1� Can we do teller for 0=2 ?

NO
.

See [Kerenedis + Wolf]

�2� What if Q=w( 1) ?

YES !
Coming up

next
.

@ Q = log In )

FRSTTRY : RMZ (m
,

r )
,

like we saw last time .

This
gives

Us a local algal 0=29

PROBLEM : If Q=wH )
,

then the
logic

from above (
"

hope we avoid all the errors
"

)
fails badly . If Q is large ,

then WHP a S - fraction of our
queries

will

be corrupted .

SECOND TRY : We 'll still use an RM code
,

but over a bigger field .

This
Way ,

our queries
will actually be robust to a little bit ofnoise

.

For motivation
,

consider RMQ ( 2
,

r )
.

That is
,

the codewords of RMQG,
r ) are evaluations of bivandte

polynomials

f ( X
,

Y ) =

§h Cij
Xi Yi

.

GOAL : Recover a single symbol
(
say ,

flap)) given query
access to

g:Fi→Fg with Dlgfks .



We can think of

codewords

as

qxq

grids of evaluation points .

zy
flap) ←

pe Eg

t

Suppose I want to recover fl 0,0 )
.

*
Fq

As before
,

we want to find a bunch of LOCAL
,

LINEAR relationships

involving
Ho ,

o )
.

Hao) ← This row is ( Flo,0)
,

HO
, j ) ,

...

,

f (Qyt
'

))
= :(glo)

, glj)
,

...

,glyt
'

) )

where g(Y ) :  
- HO ,Y)= ,§←a;

Oi ' Yi

=

,§r
cojyi

<
similarly ,

this column is Mfg

,

g) where hkl
;§rcjoX

'

Hey ,

those are nnivariak
polynomials

! (aka
,

RS codewords )
.

Moreover
,

the restriction of f to ANY line is an RS codeword !

Consider the line UH = ( at Z + b.
,ait

+ b.)
,

aiibi E Eg .

Then f( UZI ) =

;§←(
a. Ztb

,
)i(azZ+bz )

'

'

= some
degree

⇐ r

polynomial
in Z .



The lines through ft 0,0 ) have the

properties

we want :

• There are not to
many lonlyql points per

line
.

•

Any two lines through
AGO) don't intersect anywhere else

.

PICIUREIS) :

fthelires
through 10,01

are disjoint
flqo) and

- cover

← tahmeaapiitekiohtgts §
everything .

^(
Confusing but more

E
Less accurate but hopefully more dear

.

accurate
"

This inspires an algorithm
:

ALG
.

( Let
rcq

and
suppose

8 < Ill -

rq )
. )

Input
: Queryacassbg:

ftp.ffgs.t
. Ng ,

f) <

Sq
'

for
some

FERMQK
,

r )
.

and an index (4131£ Fg
'

Output : A
guess

for
flap )

.

Choose of, #Fgilkaol} at random
,

let LIZ ) = ( o . Ztx
, IZTP )

.

Query gl 4×1 ) forall aetfq and let  HTZ) 's

g
( LIZH .

ghqnywnggistaonge .

Users decoding
blind an heftgtt ]

, deglh ) er
,

solhat A( h
,

I ) < ¥

RETURN hlol
.



CLAIM
.

For
any

S > 0
,

ALG is correct with pnb .

> I - (

t.tt#

Proof
.

The RS decoder will successfully find hlH=fHH )

as long
as the number of errors on { Llxl :

xetfg } is < LES ,

since HUZHERSQ (qrti )
.

E{ # errors on a line }=Sq
,

so by Markov 's inequality ,

P{ # emrsonaline ± left } £ HIT ⇐

g?{÷
NOTE : If S < tz ( 1- "

g) = tzdistf RMQK,r1 )
,

then the failure
probability

above is
interesting ,

Otherwise it reads
" with prob .

> 0
.

"

Fr  example :

gN=q2
here

COR
. RMq( 2

,

r= 912 ) e Fgn

'

,
is a ( OF

,
S

,

48 ) - Lcc

for
any

S's ¥ .
The rate  is  a "

8 and the distance is 112
.

We can do EXACTLY the same
thing

with m > 2.

LARGE - but - CONSTANT m :

Then we get Q=q= N
"m

,
since N=qm .

However
,

as MT then the rakt
.

-
Recall R = ( 8mm )/qm E (f)

"

→ 0 as m→a
.

But this does
give

Us a constant - rate code w/ Q= N' " 00

(
say

)
.

EVEN LARGER m :

/
This simple construction is the

Choose m= 940g (g) .

L state . of - the art for logln )

Then N=q%9
's '

= 29 so
. Q=q= log IN ) queries .

Can
you

do better ? ? ?

But the rate is even worse
,

and in fact
goes

100 like
Ypdyln)

.



So far
,

we
have

seen
how to

use RM codes to
get

:

Q n 1 as a function  of k ) Code

2 n= OCZK ) RMZ ( m
,

1 )

loyln) n= polylk ) RMQIM ,
r ) for me 84og(q)

, q
> r

n
'

n - Oak) Rmqlmr ) for me 't
, qr

F n= 8k RMq( 2,912 )

All of these have
pretty low rate .

Could we get an LCC with rate → 1 ?

for O=ne (and even a bit smaller)
,

the answer is YES
.

There are several constructions
.

Here's a sketch of one based on RM codes
.

�2� HIGH - RATE LCG
.

The thing we needed from RM codes are that restrictions to lines are
low .

degpdys .

... .

.si#*kzUITapanbaoia

To make the rate better
,

we might try

C = { HH)
,

...

, fkqm)) : feFq[X ]
,

AND deglfktzllkrfliresl}



This would beawin as long as KI >- IRMQIMHI
,

aka
,

as long

as there are high .

degree polynomials
whose restrictions to lines are

low .

degree .

Question
.

Doestherexista polynomial fFqm→Fg of degree > rsothat
,

V. lines L :Fq→Fqm ,

fleglfklttlkr

? ( a .  r<

g-
i )

(
This means Fgktwldegtzkrst .

glxtff.Y.IM
.

ANSWER
. Over R or

�1�
: NO

.

( funexenise ! )

Over
ftp.fvrprimep : NO

.
(See [Rubinfeld . Sudan '96 ] )

Over
Fq ,

and
q

> Zr : NO
. ( "  "  "

)

Over Fg
,

and
qarhtel : YES

,
and there are LOTS of them

.

[ Guakopparty ,
Sudan 'D ]

EXAMPLE
.

Consider FIX ,YkXY2 over tf .

The
degree off is 4

.

Any restriction of fba line is equivalent to a polynomial ofdegerqt .

(Notto helpful)
.

CLAIM flies Life ,→Fy2 , dey( HLH )) ) £2
.

pf . Say HZ )= ( oZ+x
, tZ+p )

.

f- NZ ) )= ( oZ+x)2kZ+pY
= (022-2+22) ( T2Z2tp

'

) [ ( a+b)2=a2+b2 in Fzt ]

=
ozezz

4
+ ( azez +021342-2 + tip

'

[ algebra ]

= (x2t+o2p2)Z2+o2e2Ztd2p2 .

[ x4=x in Fy ]



That's just
one example

,

but it turns out there are
actually

LOTS
, enough

so that

C={ HH)
,

...

, fkqm)) : feAg[X ]
,

AND deglfktzllkrfliresl}

has ICI = qketti
'

,
aka RATER) > 1- e

.

C is called a

"

LIFTED CODE .

"

Thm (Guo
, Koppwly ,

Sudan )

Fm > 0
, q=2t

,

Fe > 0
,

Fe
'

> 0 sit . the set

S . { f :

Fgm
→

Fg Iftp.sqyqraaftttqrestrictions}
has dimls ) is ( t . e) rqm

COR
.

F E
,

a > 0
,

FS 's
0 and y

> 0 st
.

there exists a family of

codes Ce Fgn so that C is a (n×
,

S
, f) -

'
LCC of rate 1- e.

(One can do a bit better than this : see [ Kopparty ,
Meir

,

Ron . Zewi
,

Saraf
,

2015 ]
. )



RECAP : . RM codes have
nice local structure

.

They are Lccs with Q . 2
, logcn)

,

n

"Y
although

the rate
gets

bad
.

. To
get

rate 1- E With Q=n" no

,
we can

"

lift
"

RM codes
.

In general ,
there are TONS of

open questions
about LCG !

QUESTIONS to PONDER

@ Can
you

show that k must be at least n2* for 3-
query

KC 's ?

�2� Can
you

beat RM cocks for Q=kg(N
?

�3� Can
you

do
anything

with the Hadamard code when 8>44 ?


