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GASTROPOD FACT

AGENDA
. In the 1850 's

.
the French occultist

JaquesToussaint Benoit built  a device called

the
"

PASILALINK - SYMPATHETIC

@ Application of
locality : distributed

Storage compass
,

"

which was  supposed to  
convey

into

�1� What's the Model ?
over  

long
distances llikeatekgraph) .

The

�2� RS codes area bad idea for distributed
storage

mechanism  was  a  supposed telepathic

/
LINK FORMED BY SNAILS during mating .

Benoit

�3� RS codes are a
great

idea for distributed
storage . got some start-up money arthis

,
but was

�4� COURSE RECAP dropped by his backers  when he failed to

produce a working prototype .
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The snails  are  not

using an  ECC  with

00 APPLICATION ( ? ) of LOCALITY
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For

So far
,

we've seen LCC 's
,

which have the following property :
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This seems like it should come in handy in the
following DISTRIBUIEDSNRAGE

selling
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(each node also holds
some other stuff

, say encodings
of  other

files in the
system

.
.  . but let's just

focus on one file . )



Now
suppose

that a server fails
,

and tdliketorepairitho maintain the
system .
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{
thisguyisdown .

OPMONI : Download all the
(
sayarlongenoughthat

Surviving
blocks and we don't want to wait

Correct the error
.

fritlowmebackup
)

.
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OPTION 2 : LOCALLY Correct theemr
,

and download
just

the blocks
you

need ludothat
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Hlumsout that communication is EXPENSIVE landisaboltteneckin distributed
storage systems)

sothisisawin
.



�1� What's the model here ?

LOCALITY seems useful
.

But are LCG the
right

tool for lhejob
?

ANSWER : Not
really .

lg}
Theright model is ERASURES

,
not ERRORS

'

* Based on a study

98% of the lime
't

, only ONE server is down
. ofine Facebook

Warehouse cluster
.

Instead what do we want ?

(1) Best trade - off between RATE and DISTANCE
possible

- aka an MDS code
.

• We want to handle as
many

failures as possible in the worst case
.

T
Recall this

means

(2) Every symbol can be obtained from not . too .

many
other symbols .

n - k+i=d

. When there is
only

1 failure
,

we'd like to repair
it with

minimal communication
.

�2� RS CODES area BAD IDEA for DISTRIBUTED STORAGE
.

I.(1) MDS Code
4

•121
Every symbol can be obtained by

not .

homany
other symbols .

(2) doesn't hold :

. Suppose FEFEK ]
,

degtfl < k
.

• I NEIEDk evaluation pts fla ,
)

,
...

,
flxk) to

say
ANYTHING at all about fltkn )

eg , suppose
FCX ) is a quadratic and

goes through
these 2

points
:

•

what is fks ) ? COULD BE ANYTHING . •
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CLAIM : Given any
h -1

symbols
of

an RS codeword c
,

a
hth

symbol could be anything
in Fg .

PROOF by picture :
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] }f , f. 1 values  of the codeword

n ¢g ±, w . .mg ...
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e
RS generator matrix

Now this kxk matrix is full rank
,

so for ANY value of D
,

there is some ( fo
,

... ,fm ) that is consistent
.

So D could be
anything

.

What does this mean for RS codes ?

We need to
query

k
symbols just to

get one - but his

enough
to recover the whole

message
!

So that's
really wasteful .



So can We find some other code
satisfying

(1) and (2) ?

NO !
Actually that argument

works for
any

MDS code
,

not just
RS codes

. So :

I.If (1) MDS Code
y

then 121
Every symbol can be obtained by

not .

homanyolhersymbds

D.

TWO WAYS around this :

WAYI : Give upon
MDS

.

← This is really interesting
and the buzzword

WAY 2 :

Rephrase (2) < is
"

Locally Recoverable Code
.

"

We Won't

talk about it
.

Newill
talkabout this

.

We will instead shoot for :

(1) MDS Code

121
Every symbol can be obtained by

not . Ho -

Many
BITS from other symbols .

In
pictures the model is this :
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Such a Code is called a REGENERATING CODE
.

There's tons of Super cool work on these that
 

I won't talk about .

But for today ...

' '

THM .

"

Reed . Solomon Codes ARE
good regenerating

codes
.

�3� RS CODES are a GREAT IDEA for  distributed
storage

!

For simplicity let's focus on k= nk
, n=q , q=2t .

So a codeword of RSq( Eg , q ,
912 ) looks like :

-

F- fly.

) ftp./HVY for a primitive eltj

-
Works  with

any
node

,

Say f ( 0 ) fails
.

but for  concreteness  
say

it's FCO )
.

CLAIM
( which we will show )

It is possible to download ONE BIT from f-( j ) for it
,

. .

, qt ,

and

recover HO) .

Notice this is
g-

1 BITS Hal
,

while the naive scheme would download

k= 912 whole symbols ,
each are lglq) bits - so that's qlgkt .

So the CLAIM is BETTER than the naive scheme !

CLAIM (which we will not show )

This is Optimal .*
* for alirearsoheme

,

for an MDScode
.



To
prove

the first CLAIM
,

we will need the
following algebra

Acts :

FACT : Fat is a vector
space over E .

So we can think of xefzt as a vector Keetif we want
.

( of course
,

this is for the additive structure
only

)
.

,

-

,

FACT
.

Let P(X)=X+X2tX4t ... + X2t

?
then

(a) P : Fzt → Ez is E- linear
.

aka
, PKIEFZF de Fzt

,

and PH+p)= PKHPIP)

(b) All Fz - linear fns 4 :# → E have the Am 41×1
= PC g. X ) for some yeftzt .

(c)
"

Morally
"

we should think of P( d.
p ) as ( tsp ) for I. Pettit .

{
In fact

,

there always

exists Ibasis so

( PIX) is
usually

called the
"

field truce
"

. ) that if I is a

written out wlrlt this

basis
, then

"

pf
"

of FACT (a) : PH.pl = ( I ,§ )

To see Plhtp ) =

Pkltplp )
,

recall (x+p)2=x2tp2 in Fze
.

=

8 Iidipi

To see PINEFZ
,

notice PlN2=PW
,

which is only truefor 0 and 1
.



Now that we
have these fads

,
we can

prove
the CLAIM

.

Recall q=2t .

By RS duality ,
RS

,
( Fg ,q , E)

t
=

RSQCFG
, q , £ )

So for all f.ge Fg[X ] wl degree
< k

. 812
,

0 =

Efktgk
)

DEFQ

flag ( o ) = E
'

f-
HIGHdeEq\{o
}

of
any feet ,

let
gy

( X )= PHH = y+X+X3+X7+ . . .+x£
't

.

Then deylgg ) = 2t
't

-1
 

= I -1 = k . 1
.

Sowemayplugingg
for

g
above :

FFEFQK] st
. deytft < 912 :

Hotg ,
101 =

ftp.fklgsk

) Pluginggbrg

HO) .

Y =

a§qy ,
fkl.pl# Defofgg

Mffol .

g) =

P(§qµ ,

fkl . MLI ) Take PH on both sides

Plftotg ) =

a
,§µ PIHHOMLI) Ptlisftz . linear

-

( E. 5)
=§q,o ( FK)

, MLI ) Maple CKP , morally

# is )=§qw Ptsd ( HI.

I ) PGXHE
, soitsjustascalar.



So for all jettst ,
we

have

# is )= Emo
PGN ( HI,

I >

Recall the goal is to find fat
.

So the algorithm is :

NG ' Assuming Ho) has a ,µ )
.

(

this issopmnbimtaBY
no

de
'

v

• The node holding fklreturns b. = ( HI
,

# E Fa

. We compute { Ei,

FTOI ) = [ Pl Pia ) ' bin e HI for all i
,

where

at Few

• Let fN= ( GI
,

FED
,

< E. fto, >
,

.
.

,
⇐

,

fpo, > )

Piette  stpieieltst

That's it ! This feels a bit
magical ,

but actually
it

generalizes to some other parameter regimes

and also turns out to be optimal !

See [ Gumswami
,

W
.

116 ]
,

[ Dau
,
Miknkovic ' 17 ]

,
[Tamo . Ye -

Barg
'

17 ] for more .

The point

:
• for distributed

storage,
a different notion of locality is appropriate .

This is good news since even though
RS codes are Not

good
KG

,

they ARE good regenerating
codes !

• Also
,

this is kind of a neat fact about
polynomial interpolation .



�4� COURSE RECAP
.

Next week I will be traveling and Marco Mondelli will be
guest leaving

.

So this is it from me !

WHAT HAVE WE LEARNED ?

• fundamental trade . offs between RATE and DISTANCE

. The
"

correct
" trade . off for binary

codes is still
open ,

but over large alphabets

it is attained by ...

• REED - SOLOMON CODES and

"

LOW - DEGREE POLYS DON'T

. OMG the BEST code ! HAVE TOO MANY ROOTS
.

"

• How to decode RS codes
,

and how to use this to
get efficiently

decodable
binary codes

.

• Reed . Muller
,

BCH
,

concatenation
,

oh
my

!

. Brief detour into RANDOM ERRORS - and we can get the same
trade . offs

with LIST - DECODING !

.

Capacity
= 1 -

Hglp) either
way

!

. We can do list
.

decoding (also list .

recovery
) EFFICIENTLY at the

GURUSNAMI - SUDAN
Algorithm

! And we can modify this he achieve capacity

by FOLDING .

•

STEP I : INTERPOLATE
. STEP 2 : Root . FIND

.

STEP 3 : PROFIT

.

We talked about RM codes and locality
!

. Plus
,

local . list . decoding
,

and just now
regenerating

codes !

.

Along the
way ,

APPLICATIONS !

.

Crypto ,
Compressed Sensing ,

Group testing , Heavy Hitters
, Leamington ,

Storage ,
( communication

,
QR codes

,
hat puzzles

,
...
)



THE

MORALIS
) of the STORY :

(1) Low - degree polynomials
don't have to

many
roots

.

and this fact is
unreasonably

useful !

(2) Error
correcting

codes show
up all

ovir
the place .

maybe even in
your

own research !

QUESTION
to PONDER

What Can error
correcting

codes do for
you

?


