
CSQRYEE 387 - LECTURE 6-
MAKNGRSCODES

BINARY

AGENDA_ GASTROPOD FACT
.

�1�BCH

Codes
Some snails produce a secretion that

�2�

Reed . Muller Codes [ Part I ]
is a colorfast natural dye . For example

,

@ Concatenated Codes [part I ] "

Tynan purple
"

as  well as  other purple

and blue  dyes,
were made from snail secretions

.

The story so far is :

womsmamsmaa.a@sititiEwnYInwiiemgrbReed-fdomonCodeshaelheoptimaltade.offbetweenrateanditstanqandtuyhaneeffientdecodingalgonthm.l

That's
apodty good story . (Maybe we should just stop here? )

HOWEVER
,

there are some downsides to RS codes
.

A
big one is the alphabet size

.

GOAL
.

Obtain EXPLICIT (aka
, efficiently

constructible ) ,
ASYMPTOTICALLY GOOD

i

frfoday families of BINARY CODES
, ideallywith fastalgorithms .

Today wewillseeafew
ways

to approach this problem .

fmwotkstbsufoateywonde

independently interesting
and will comeback later

.

STRAWMAN
.

Replace
every symbol of Fq with logdq) bits

.

If we start w/ n'
,

k
'

RS Code: note : This is actually
done in practice!

Rate =

k:l°9d8)_
= the

stays the same .

egg
)

n' .

logz (g)

Relative Distance .hn?fjj#n #
io

log ( n
' ) if  

niq
. , Lcomephngd bits  also  cancomeptd symbols .

#

so the distance  is

dzn
'

- ktl

"

iguana,
-

loges :9a%IIagE't
the binary code

.

-  .



So the STRAWMAN is Not

asymptotically good .

If R is constant
,

then S → 0
.

�1� BCH Codes
.

BCH . Boseand
Ray

.fhaudhnri,Htcquenghem
What

if We just take RSCN ,k ) A {0,13 ?

DEF
.

Let n=2m -1
, letj be a primitive

element of Fzm
.

Then for den
, define

BCH ( n ,d ) = { ( co
, ,

en .net#/gljil=OVj=b.,d.1}
(

dxkgnidci.li

Notice that this is
exactly

the sameasourdef of RS codes
,

except that

we restrict @ men .

, )e Fz
"

instead of

Fzm
"

.

In Particular, distlkltbfnda.PI.de#rsa.n*
,

and RSCNM . dtl ) has  distd .

Note
.

BCH codes make sense if
you replace "2

"

with
"q

"

[
any Prime power

]
.

We focus on binary codes for today .

FALSE HAIM
.

BCH codes are linear codes with dimension > n - d +1
.

BY
Proof

. djf ) = 0 is a linear constraint ; there are d. 1 such constraints
,

so the dimension is at least n - ( d- 1)
.

GREAT! So
,

BCH codes are binary
codes that meet the

Singleton
bound !

R
gsingletn

Erm
. ...

doesn't that violate the Plotkin bound ? ?

7

" (
Plotkin

£
( Yes ) .

What's
wrong

? !



The problem is that the constraints djj 1=0 are linear over Em
,

not over Fa
. Fortunately ,

BCH codes ARE still linear over Fz :

CLAIM
.

BCH (nd ) is E- linear with dimension s n
- (d-

Nglnh

) .

proof .

Each constraint djiko is

actually
M -

logdn ) linear constraints

over Fz
.

To see this
,

we 'll use the fact that Fzm is

actually
a vector space over tf of dimension m :

Fzm haste same additive structure as ft ?

So it Makes sense Io write elements deem as vectors vaeltzm
,

as
long as we 're

only going
Io

be
adding

them or

multiplying by
scalars in Fz .

Then Cly
'

'

)=0 means :

pie
{ 0,13

V

£ ,Eo' ajii - o arms Eleni

ci
.D =

0

Vegij)

term

⇒ fly. virdpi . ... vimni =O

}. -

 -

binary matrix

n

← EEE
"

So each Foitirearconstraint is
actually m Fi linear constraints

,

and altogether we have m:C d- 1) Fz - linear constraints
.

m - m ( d - 1)

on
-

logdntet
. ( d- 1)

,
as Claimed

.

⇐
zm . ,

⇒ m=lg( ntl )
.



In fact
,

we can do even better :

CLAIM
.

BCH (nd ) is E- linear with dimension > n - µ÷'

Yglnh

)
.

Proof
.

We 'll show that the linear constraints cljfko are
actually

redundant :

clyi )=o ←→ cljfi )=o
.

This cuts the number of constraints

in half
,

which
gives

the bound
.

SVELAIM

. Franyce Fz[ X ]
, deem ,

cento ←→ c(x4=O
.

pf . Cbn ) = 0

es [ ek ) ]2=o since 02--0

# [ qnmocixi ] 2=0 Def
. ofck )

←→ [ in

.jg?x2i
=O Since in HIM

,

1+1=0
,

so
(a+b)2=a2+ab+ab+b2

=a2+b2

←→ [ Yiotcix
"

= 0 Since Cies0,15
,

so a?=ci .

and more generally

⇒
Clx2 ) =O Def .

 of d×)
again

.

( Eiai )2= Eiai
.

and
by

the above
reasoning

the SEEAIM
proves

the CLAIM
.

Is this good
? R±

n - L¥tlga+± )

-
n 1- szlgln)

,

aka

BCH codes

Rate R
,

distance Su ¥ ,
.lt - R )

.

So BCH codes do
slightly

better than our SRAWMAN :

STRAWMAN

Rater
,

distance Sn
#

lgcn)

But still not
asymptotically good

Y .

However ! Note that BCH codes can be decoded with either Berlekamp . Welch or Berkkamp .

Massey
!

So that's
pretty

cool
.



�2� BINARY REED - MULLER CODES

(Dumb ) idea : just do RS codes over Ft directly
! Rsdn ,h)={ ( fk ,) ,

.,fkn))M8gftffYp }
This is

obviously
dumb since (a)

degff ) fqt
-1 to be

interesting

(b) d
, ,

...

,
xn

should be distinct ptsin Fz
,

so he 2
.

However
,

one
fixis to add more variables

.

DEF .

The BINARY m - VARHTE REED . MULLER CODE of DEGREE r is

Rmdm
,

r ) ={ ftp.fkd ,
...

,
fkaml) : fetffl

, ,
. ,Xm]

, degtfkr}

÷
,

... .

, an}=#zM
,

M -

ranatepolymomials deg means

over Fz .

eg ,

total degree
.

eg ,

Parameters :

in
any Predetermined order

. FIX
,
,Xz)= 1+14×2+11 , dg(x. ×

, )=2 .

Block
length

n=2m

Dimension h= Gio IF )=Vok(r
,

m )
.

← This is the number ofcoefficients in

fk , ,
. ,Xml=[ csietgxi ,

Distanced = ?
Sean ]

lskr

a
generic degree

< rmranate
polynomial

over Fa .

LEMMA (Binary Schwartz . Zipped)

Let fe E [ ×
, ,

. ,xm ] to
,

with
deglfkr.

then
§Em1{ Hato } > 2mm

.

We may
do the proof later for a more general version

,

but if you
haven't seen this before it's a FUN EXERCISE !



This is because RMZC Mr ) is linear
,

and so

So dist ( RMZ ( M
,

r ) ) 3 2Mt
. as usual we

only
need to look at the minimum wt of a codeword

.

And
,

it turns out this is the correct answer : consider FH
, ,

.

,
Xm) = Xix '  .

 '

X.
.

This vanishes whenever
any

of Xi
,

...

,
Xr = 0

,
and so

I { deem : Hato }l - I { deem : a = . . .=xr=1}I= 2Mt
.

So for Rmdmrl : n=2m

k= Voklr ,
m ) ⇒ R= Vdzkimkym

D= 2Mt S = Yzr

RM codes also admit efficient
decoding algs

.
We 'll see some of these

later in the course .

Unfortunately ,

this isn't
asymptotically good

either
.

If S = -011 )
,

then r is constant but m9
,

so Rb 0
.

So this doesn't achieve the GOAL either
... "n



NOTE : WE BARELY STARTED

�3� CONCATENATED CODES
.

TALKING ABOUT THESE IN

CLASS
,

ANDWILLPKK UP

HERE NEXT
 

TIME
.

Let's
go

back tour STRAWMAN code :

petty n

v
ce #

8

↳efzlglql

This wasn't a good
idea

,
because if I were a bad

guy ,
I 'd mess up one bit from

each of dtt of the
length lglql

blocks
.

So these

tag
blocks were

not
very

robust
.

IDEA
. Let's encode each block Ze #9218)

With a good binary ECC !

DEF
.

Let ConteEonai
"

be a gone
-

any
code of dimension koutanddistdnadout

.

Let Cin EEM
"

be the same
thing

with
"

in
"

subscripts
,

so that qout-q.hn

The CONCATENATED CODE

Cinocout

ECI
"

" "

is defined [by picture . ] by

I / / I l ← xe ginknkut
-

Eouohout

/

poison
I I ( l I / / v I ← cesium

, encoding ofx

# / / |
,

\ ,\
undercoat .

1

IT
formally ,

the
encoding

of xe

ftp.nhin.houtisg.renpy#eEiiiiencodingofxunderGn

.

• Treat xeftginkfkntnufgoahtont

• Let
y=

Coat ( x ) c-

Fqnuiutaftqnhin
]

" "

• Let
c= Eno ;n(y

,

)o
" .

otnqnlynout
) where

Inc
;n

:Fqknn →
Fginnin

,
and o is concatenation

.

÷ onout bits



Parameters of Concatenated Codes :

alphabet : 2in

message length : kin
.

trout

} sotherateis filthy = Rin . Rout

Codeword
length

: mouton in

Proposition
.

The distance of Cinocout is at least din . dont
.

pf . by picture
: Let e. e

'

e linocut :

Eric ;n( B) Encin ( & ) <

.

. .

e
'

-
]§kY.tn?9ktgY9kYaYnsa

.

Encin ( B )
, BFF Enemy )

,
I # × Places

. At least dout blocks of c. e
'

are

encoding different symbols
. In each of those

,

there are at least d
, symbols

in 2in that differ

- Sothat 's clout . din differences total
.

Finally
! Progress Io our GOAL

.

TO Obtain an EXPLICIT
,

ASYMPTOTICALLY GOOD BINARY CODES :

1
.

Set low .  
= Reed .

Solomon Code

2
.

Set Cin =  

EXPLICIT
,

ASYMPTOTICALLY GOOD BINARY CODE
.

Doh
.

But actually
it's OKAY !

a

The secret is that Cin will be short

Ifenough
that we can do exhaustive stuff f¥¥/".DE#**

efficiently .

⇒
.



THM
.

for
any

e > 0
,

there is a family of explicit binary
linear codes

of rate R and distance 8
, satisfying

" ftp.msn.tolth#⇒ 1)

That is called the
Zyablov

Bound
.

R

(
' "

iysingwm

as.r#↳%F .ae#eYYIinbiaemode

f

pf .

The construction will be :

. Gut  
= RS code with rate Rout

,

dist
.

foul.

= t Rout

. Cin
 

= Binary linear code on the GV bound
,

with rate r > 1- Hdfinte .

×
We still need to

say
how to

The concatenated code has
: gettis

... we 'll
get

there .

RATE : Rout • r

msn.me : Smt . Sir = 1 ' ' Rout ) Hitter "

7pm
.  

= 1 -

Itty ,
Hence R= Rout .r= r . ( l -

ljiifytng ) )

and then we
get

to chooser
.

So that
gives

us the combinatorial bound
.

Next
,

the algorithmic
bit

.

continued ...



proof continued
. . .

Supposethe evaluation pts for the RS code are Fg* ,
where q=2k.

So k;n=lglg) ,

and nout  =

of
-1

ALGI
.

Search over all E- linear codes of rate r and dimension kin
.

There are
approximately

Zniihin
=

2k%
=

21948% such codes

y
final block length

of
= Mont +1 =

one
+1

=

rg÷
+1 ⇒ n -

trqlglq)

So 1g4q )
=OHg4n

) )
,

so that's 20484
" )

= nought
,

which is Not
polynomial

time
.

"

n

ALG 2
.

On
your

homework
, you

will
giveanalog

to construct
binary

linear

codes on the GV bound wl rater
,

dim kinin time

29km
,

instead of 204in? This will fix the above
,

and
proves

the

theorem
.

So we
have achieved (most of ) our

goal.

HOWEVER
,

this version of
"

explicit
"

[ can compute
it in

polynomial
time']

may
be unsatisfying .

WHAT IF I WANTED
"

explicit
"

meaning
:

"

Give me a short
,

useful
description

"

Formally
,

lid like to be able to Compute
any entry Gij in

time
polylogcn )

.



IDEA : Instead of
using

the same inner code at
every

position and
requiring

it to be

good,
we 'll use a different inner code in each position .

We won't actually know which of these inner codes is good ,
but

We 'll know that
enough of them are good .

THM
.

Let e > 0
,

fix
any

k
.

There is an ensemble of
binary

linear codes

Cii
,

Cii
,

...

,

Cnn
e EH

of rule 112
,

with N=2
' '

. 1
,

so that for at least

11 - e) N values of i
,

Cini has distance at least HJY
's - e)

.

This is called the WOZENCRAFT ENSEMBLE .

proof idea
.

Frxe Ek
,

treat it as an element of tfh .

Then for each xeEk* ,

let the xm code Cii be the

image of the
encoding map

EII : × -> ( X
,

d. x )

multiplication in Fzk

↳these
as 2k bits

.

Fun Exercise :
finish the proof !

Using
the Wozenaraft ensemble

,
we can implement the idea above to

Obtain the JUSTES AN CODE
.



DEF ( JUSTESEN CODE )

Let k > 0 [ k will be the dimension of the inner codes in the Wgencmft Ensemble ]

Let Cout  =RSzdFe* ,
2kt

,

Rout . 12h . D)

Use the Wozenwaft Ensemble as the inner code
:

C = { ( Eiilfki ) )a¥*
: fe HIK ]

,
deg # < Ronit

' '

.IB

CLAIM
.

Let Rout be constant
,

choose E > try .

Then §
is

asymptotically

good .

pf .

The rule is Routh
,

and it's a binary
linear code

,
so we just

have 10 consider the

( sketch ) minimum wt to compute the distance
.

Consider
any

codeword :

-
.

[t¥TRut¥e
faction

ofofthngnanhungkgnqeo,!mencodings

. At most an E .

fraction of chunks have "

bad
"

inner codes
,

so at least an ZE -

E = E - fuckin of chunks are the

encodings of nonzero symbols
with a

"

good
"

inner code
.

For each of those
,

since the inner code has distance a HI
'

(
'

k . E) = 011 )
,

a constant fraction of the bits in each of a constant faction of blocks

are nonzero
.

⇒ Each nonzero codeword has relative
weight larger

than some constant .

:

Thus the code is
asymptotically good

.



SO the JUSTESEN CODE is
' '

EXPLICIT
"

in the
Way

We wanted
.

The a
' th

block is given by ( fk)
,

a. fkl ) e

Fg

'

- Ez
" 88'

.

That's pretty explicit !

Fun Exercise
.

What is the best ratedistance trade . offyou
can get w/ the

Justesen code ?

QUESTIONS to PONDER

�1� How would
you efficiently

decode a concatenated code ?

�2� How would
you efficiently

decode Reed . Muller codes
.

�3� What happens to the Woenwaft ensemble if
you

do

XH ( x
,

x. x
,

x2 . x
,

...

,

a × ) ?


