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@ Finish
up groupiestry from last lecture Some snails can aestivate (basically

,

�1�RANDOM
CHANNEL MODEL hibernate) for

up
to 3

years
in cases

�2� SHANNON 's THM ( statement ) of extreme drought , by sealing

�3� CONCATENATED CODES ACHIEVE CAPACITY ( BUT ... ) themselves in their shell

.myw.no#?jm%fEEosI

�1� RANDOM CHANNEL MODEL

. So far
,

we have focused
on the trade . off between RATE and DISTANCE

.

• We chose DISTANCE because it
nicely captures Worst . CASE

ehorlerasure tolerance .

° Moreover
,

DISTANCE was nice for applications like compressed sensing
and

group testing .

•

HOWEVER
,

the worst .

case error model is pretty pessimistic .
This motivates a

RANDOMIZED MODEL . for errors
.

Note
.

The RANDOM ( or STOCHASTIC or SHANNON ) model is
extremely

well . studied and We will largely ignore
it in this class

.

See

EE 376A ( InformationTheory) or EE 388 ( Modern Coding theory )

for more on this
very

cool topic !



The model is this :

DEF .

A MEMORYLESS CHANNEL Wwithinputalphatoetfl and output alphabet Y is

specifiedby a probability distribution
,

Wlylx

)=
"

the
probability that

ycameoutofwgiventhatxwentin
.

"

EXAMPLE :

Y=Y={ 0,13
,

and

Wlylx

)={Y.pt#xforpelan .

Thus
, Wftipsabit with probability p .

We draw this as
o

#
• o

DEF .
This channel is called the

# BINARYSYMMETRK1•-•
1

1- P
CHANNEL

, BSCCP)
.

EXAMPLE :

µ={ 0,13
, Y={

91,1-3
,

with W given BY :

n
,

•

o

o •

=p
DEF

.
This channel is called#

+
the BINARY ERASURE

1 •

-

hp
•

1

CHANNEL BECCP )
.

That is
,

W ERASES a bit with probability p
.

These channels are
"

memory
less

"

because they action orebitatatime
,

independently

.

Our
picture of error correcting

codes thus looks like :

yencode ydecode

yeykpay
"

"

Thayneneey
"

Ieyk

message

codeword
n

(
corrupted

(
hopefully

(
Acton each

codeword
equal to x ...

symbol ofc independently .



DEF
.

Let CEY be an error correcting code with
encoding map

Enc :Yk→y
"

and
decoding map

DEC :

y
"

→ XK
.

Let W be a channel w/ input alphabet-Y and output alphabet Y
.

The FAILURE PROBABILITY of C on W is at most
q

if

txexk ,

Pw ( Dec ( Mend) tx ) <

q

This is a random

variable which represents

the output of the channel W

On the input ENCKI
.

Shannon showed that
every

channel has a CAPACITY
,

( e [0/1]
,

so that
transmitting

at rate R > C
reliably is impossible

,

but
transmitting

at rate R< C is possible .

This is what Shannon 's Theorem
says

for the BSC :

THM ( SHANNON 's CHANNEL CODING THM fr the BSC )
.

tt Peto
,

" 2) and all e e [ 0
,

"
2- p

]
,

the following
holds for large enough

n :

1 1 ) For he ( ( 1 -

Hdpte)) . nf ,

F S > 0
,

and ENC :{ 0,13k → { 0,1 }
"

,
Dec :{ 0,13

"

→ {on
}k st

. f xe {0,1 } !

Psg
,

{ DEC ( BSG ( ENCKI) ) ty } ⇐ 2
-

£ "

aka
,

if the rate  is  a  
smidge

below 1- Hlp)
,

the failureprob . can be really tiny
.

( 21 If k > [ ( 1- Hdp) + e) in ] ,

then for all such ENC
,

Dec
,

aka
,  if the rate  is  a  smidge above 1 -

HH)
,

Ppssq { DEC ( BSCP ( ENCW)) fy } 3 Yz
.

the failure pnb .
 is  at least  "

a
.



g
mutual information

ASIDE
.

More generally ,

Shannon 's Thmsays that the
capacity Wis ⇐

oYnyYfd*¥¥hgfg¥
,,g#

come .

channel

The proof of Shannon 's theorem is bestdonewl information
theory ( see EE 376 ) .

Here's
ahandwavy

sketch of an argument to
prove

the BSC case directly :

* actually ,
we 'll have to

pf (sketch )
modify themndomcodea

* bit by throwing
out  afw

(1) A random code works great for the achievability result
.

bdtcodewrds
.

(2) Forth
impossibility

result
,

consider
dividing up

{ on }
"

into a bunch of chunks
,

D×={
ye

{ o.it/DEC(yi=x }
.

D×=  all the

pts that  decode

)¥i(
{ 0,13

"

Now
,

consider what happens Io Enck ) when it
goes through

the BSC :

,

-

-
. - -

-

,

,

/
-

,

i i

/ .

.  
-

-

- -

i. ,

i .

' l

; : l - Thecomepkdversionisi
.

'
,

;
:

eµ••qm"

"

¥ : REALLY likely bendup
; i

i : : ,

'

in this annulus
,

Sx
.

i

,

ii.
.

.

. ,
,

.

'

"

,

,

'if
... ...

.

'

'

Sx

Thus
,

we better have that most of Sx is contained in Dx
,

or there would be

some big probability of failure .

⇒initiate.si#IIYIIEEIIEi..i...

{ 0,13
"

ctd
.



pf  sketch ctd
.

But then we should have
,

for all x :

" (F) Enfield.IE?;IIIIjiiIxIiDaroumn.zn#
"

Z
"

here means

"

bigger
ish than

"

So then how
many

D× 's could possibly fit in { 0,15 ? At most 2z%Hµ=2"
" "

M

So K / E 2
" 't " " "

,
so RE 1- Hlp ) [ or  so ]

.

So
,

Io recover from a

p
. fraction of errors :

R ^

1
-

- If the errors are

random

zwh@tYonI9mmmYbonndjyot.p.#
"

Kyte"Y
| | )

P which we think  of  as ZS
.#

solnliwhereinhereif

Lennarwww.m
if we want to do it efficiently .

Worst . case errors
.

Natural
question

: What if I want to efficiently decode from random errors
.



�3� CONCATENATED CODES achieve CAPACITY

THM
.

For
every p and

every
e E ( 0,1 -

Help) )
,

and all large enough n
,

there is a binary linear code C e- { 0,13
"

with rate R > I -

Hdpte ,

so that :

(a) C can be constructed in time
poly

( n ) +
20k€51

1 b ) C can be encoded in time OC nz )

(c) There is a decoding alg DEC for C that runs in time

polyln ) + n

201%3

)

and has failure
probability at most I

Neh '
over BSCCP)

.

hus
,

this code
"

acheives capacity
"

on the BSC
,

in the sense that the

rate can get arbitrarily close to 1- Help)
.

DRAWBACK ! As the rule
gets

close to f- Hzlp)
,

the
running

time of these

algorithms blow
up EXPONMALLY in HE

.

Whether or not this could be avoided ( With efficient algs ) was open for a long

time
...

but then in 2009 trikan introduced POLAR CODES which

will do it
.

We might talk about polar codes later in class
.

But for now let's prove for
,

sketch the proof of ) this theorem
.

It turns out
,

we've already seen the answer
! Concatenated codes !



PROOFSKERH forth THEOREM:

Choose a parameter ) TBD
.

CODE CONSTRUCTION : Concatenated Code with :

Code Dimension Blockkn
.

IEI Rate Decoding Time other

Cin kin
nin 2 1- Hdpl - 42 Tinlni

. )

.

Faitpnpbzonbscp
:

Coat front nout
2km 1- 42 Tout ( non . ) Distance :2j

T
Both Cinandcout

We 'll see how to
get

these in amoment
...

will be linear

RATE is R= ( 1 -

Hdp ) - Ek ) . I 1- %) 3 1- Hdpl
- E

.

\

DECODING ALG is the one that Wasn't a good
idea last Week :

Given (y , ,
. ,ynm . )e #

"

)
" "

FOR i. I
,

... .

,
nout :

Use Cm 's decoder to obtain yi

'

= Decinlyi
)e#h "

a

Fqn
,

Decode
y

'
= ( yi ,

...
, yniut

)
using DECou+ ( Cut 's decoder) ,

and

RETURN (
Decently

' ) )

Say Decin takes time Tinln )
,

Decou takes limetoutln )
.

Then the decoding time is

DECODWGIME -- 0 ( nout . Tin ( kin ) + Tout ( nout )) TBD

ENCODING TIME  = O(n2 )
,

since the code is linear

CONSTRUCTION TIME : TBD



ERROR PROBABILITY :

Say that Coat has relative distance 8 .

Then

P{ decoder fails } = P{ > jn blocks are incorrectly decoded by Cin ]

for
a fixed block i

,
P{ An decodes the ith block incorrectly } £ VK

.

]

Each bit is flipped independently ,
so

BSC ( ) n

BSC ( )BSC() BSC ( )BSC( )

So P{ of blocks are in error }

a- P{ ¥ EIIT Ttlofinbfait:3 >
j }

a. ifs
* { no÷CIIt Ttfofiiokidsi } > 2 Efate.im#knbf&iM}

"

CHERNOFF BOUND

"

.

E

EXP ( -

J . Nout 16 )

So the error probability is indeed
exponentially

small
.

Fun Exercise : A random

linear code of rate HHH - Ek

(probably ) has fail prob . 2-06.41

But now
. ...

What codes to use for Cini Cont ? ?

( soghnyowsfknohwinfnrf'H¥ )

r

Exists  a binary linear  code

that  works
.

INNER CODE : Just like before
,

let's try ALL the binary linear codes
.

Construction RME : 204¥)
; there are Zkiin "

Codes to check
,

and it takes

time 2kt20h " )
to compute the error

probability

for each one
? #

codeword limebcompute
that

 
might be

DECODING TIME : 20 ( kin )
to try ay the

transmitted

°

y§{o
,

,Pn,§k3I{ Dean (g) tc }

Codewords and find the closest  one
.



OUTER CODE :

TRY 1 : REED - Solomon
. Actually ,

NO ! Like we saw last week
,

this would
require Nout  =2h

"

but then the construction time would be 204in )
= nodtoglnontl

,

and we get a
quasipolynomial - time construction

.

Before
,

we
got

around this by coming up with a
slightly

better

constriction of Cin
,

that look time 204in
)

instead of

204in
.

Here
,

we 'll mess with he outer code instead
.

TRY 2 : BINARY CODES on the ZYABLOV BOUND
.

Meta . logic : We need an efficiently encodablel decodable asymptotically good
code

.

So fur
,

we have seen :

• RS CODES Are We just said NOT this
.

• Concatenated RSCODES Be Better be this
.

So let Coat be an explicit binary code on the Zyablov bound
.

^5

}WsM"
" ON fm ↳ " " ⇐ 7

Cii cin Cin Cir CI Cin

f Forget about the blocks

__
Each of this  

will have size QQ )
.

This stuff
so  it  won't  depend

on
n  at  all .

f Makenew blocks
9mEYYEdmw{

' ' '

+treated
www.asbymwyaoitttaanatmdioesmnot.getti

"

Code
Worse when we do this

.

since the rule and distance don't get worse
,

this code still lies at or above the Zyablovbd .

To decode
, just run the red stuff backwards and then use the decoder from Lee .7

.

e



PARAMETERS :

• Choose Coittobe a binary code on the Zyabbvbd (from Lecture -7)
.

• Choose kin = 0 (108yd )
← This is what we needed for the inner code

to exist
.

• Make but E (Fzh " ]
" "

by chopping up
Coutinho chunks of size

kin
.

• Now let's pick y .
We have

Sout  
= A -

R±s) H
' '

( t - r ) ← Zyablov Bd

(
Rate  of

T
this  was the

the RS code
rate  of Gn

'

on the

onprev . page . Previous page
- Notch

in  our construction

and recall we want Sout  
=

28 .

So choose Rrs = 1 - 2A and rst . HYI -

r )

=⇐This means r=1 - O(rrlglig))
and that implies

Rout  =Rrs•r = 11 - Zrjkt -

dry lgliq ) ) )

= 1 - O( rflglilj ) )
.

We wanted Rout 31 - Ek
,

which means that we
should choose ) sit

.

% = 0( rflgtlj ) )
.

8=063 ) works
,

so let's do that
.



With our choice of y=e3 ,

let's
go

back and compute stuff .

Code Dimension Blockkn
.

IEI Rate Decoding Time other

Cin
kin

 
= n in

2 1- Hdp) . qz film.p==z0"
"

t.tt#Y)iFailPnbonBscp:=O(l5fI)=O(E4glk.D=Olkin

) 812

Nout

Coat trout
=nna=o,f⇒g)

2km 1- 42

Tm+(n¥=poy(nm+

)

Distance : 28

So :

DECODWGIME = 0 ( nout . Tin ( k :^) + Tout ( non . )) =

pdyln) + n . 20lb
" 4 KD

FAILURE PROBABILITY : exp ( -

8
. nout/6 ) =exp(

-

R(pj9Ygn
))=exp( Ileen )) .

Construction Time : 20k¥
)

+

pdylnout ) = 2054194
"⇒ )

+ polyln)

= 201 "E5 )
+

polyln )
.

and this gives all the
things we claimed

.

QUESTIONS to PONDER :

�1� Which model ( Shannon or

Hamming) do
you

find more
compelling

?

�2� Flesh out the details of our proof of Shannon 's Thmfurthe BSC
.

�3� Why do we ask for failure probability Inn
'

? Is Ynioooo okay ?

�4� Can
you make the (

something
)°Rs approach work fvracheiving capacity

on

the BSC ?


