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## Appendix A

In this appendix, we prove the convergence of $\left\|\hat{\Sigma}^{0}-\Sigma^{0}\right\|_{2}$. In order to do this, we use a covering net argument. First, we prove convergence for any $\alpha, \beta \in \mathbf{R}^{n}$ such that $\|\alpha\|_{2},\|\beta\|_{2} \leq$ 1.

We assume that the process begins $T_{p} \geq 0$ time units before observations take place. In other words, $x_{-T_{p}}=x_{S}$. We provide some definitions and rewrite a few expressions.

Consider $\Phi \in \mathbf{R}^{n T \times n\left(T_{p}+T\right)}, \Gamma_{i} \in \mathbf{R}^{T \times n T}, \Lambda_{k} \in \mathbf{R}^{T \times T}$

$$
\begin{aligned}
\Phi & =\left[\begin{array}{cccccc}
A^{T_{p}} & \ldots & A & \mathbf{I} & \ldots & \mathbf{0} \\
A^{T_{p}+1} & \ldots & A^{2} & A & \ldots & \mathbf{0} \\
\vdots & & & \ddots & & \vdots \\
A^{T_{p}+T-1} & \ldots & A^{T} & A^{T-1} & \ldots & \mathbf{I}
\end{array}\right] \\
\Gamma_{i} & =\left[\begin{array}{c}
e_{i}^{\top} \\
e_{n+i}^{\top} \\
\vdots \\
e_{n(T-1)+i}^{\top}
\end{array}\right] \\
\Lambda_{k} & =\left[\begin{array}{cc}
\mathbf{0}_{T-k \times k} & \mathbf{I}_{T-k \times T-k} \\
\mathbf{0}_{k \times k} & \mathbf{0}_{k \times T-k}
\end{array}\right]
\end{aligned}
$$

Lemma 1. We have these properties:

1) $\|\Phi\|_{2} \leq\left(1-\sigma_{\max }\right)^{-1}$
2) $\Lambda_{k}^{\top} \Gamma_{i} \Gamma_{j}^{\top} \Lambda_{k}=\left[\begin{array}{lc}\mathbf{0} & \mathbf{0} \\ \mathbf{0} & \mathbf{I}_{T-k \times T-k}\end{array}\right] \mathbf{1}(i=j)$

Proof. We can define binary matrices $\left\{J_{l}\right\}_{l \in\left[T_{p}+T\right]} \in$ of dimension $T \times T_{p}+T$. $J_{l}$ denotes locations in block matrix $\Phi$ where $A^{l}$ is present. $J_{l}$ has at most 1 non-zero entry in each row. Hence, $\left\|J_{l}\right\|_{2} \leq 1$.

$$
\begin{array}{rlr}
\Phi & =\sum_{l=0}^{T_{p}+T} J_{l} \otimes A^{l} & \text { [Kronecker product] } \\
\Rightarrow\|\Phi\|_{2} & \leq \sum_{l=0}^{\infty}\left\|J_{l}\right\|_{2}\left\|A^{l}\right\|_{2} & {[\text { Norm over } \otimes]} \\
\Rightarrow\|\Phi\|_{2} & \leq \sum_{l=0}^{\infty} \sigma_{\max }^{l}=\frac{1}{\left(1-\sigma_{\max }\right)} &
\end{array}
$$

[^0]The second point is self-evident by definition.
Let $\mathbf{0}_{l}$ be an $l$-dimensional vector of zeros. We create stacked vectors of noise $W=\left[w_{-T_{p}+1}|\ldots| w_{0}\left|w_{1}\right| \ldots \mid w_{T}\right]$, the initial conditions of the same dimension $X_{S}=\left[x_{S} \mid \mathbf{0}((T+\right.$ $\left.\left.\left.T_{p}-1\right) n\right)\right]$, and the observational noise $V=\left[v_{1}|\ldots| v_{T}\right]$. Let the stacked vector of observations of position $i$ with delay $k$ be the $T$-dimensional vector $Z(k)_{i}=\left[z_{1+k, i}\left|z_{2+k, i}\right| \ldots\left|z_{T, i}\right| \mathbf{0}_{k}\right]$. We recall that $P_{t, i}$ is 1 if the $i^{t h}$ position of noisy observation of $x_{t}$ is observed in the sampling case or is the multiplicative noise otherwise. We create the $T$-diagonal matrix $P(k)_{i}=\operatorname{diag}\left(\left[P_{1+k, i}|\ldots| P_{T, i} \mid \mathbf{0}(k)\right]\right)$ and denote with $P(k)_{i, j}=P(0)_{i} P(k)_{j}$. Finally, $\theta(k)_{i, j}=\mathbb{E}\left[P_{t, i} P_{t+k, j}\right]$.

First, we prove a lemma about the impact of multiplicative noise or sampling.
Lemma 2. With bounded multiplicative noise, we have with probability at most $\delta / 3$, event Err occurs where

$$
\begin{aligned}
\operatorname{Err}= & \left\{\max _{i, j} \frac{\operatorname{Tr}\left(P^{2}(k)_{i, j}\right.}{(T-k) \theta(k)_{i, j}}-1 \geq\right. \\
& \left.\sqrt{\frac{(k+1)\left(p_{u}^{4}-p_{l}^{4}\right) \log \left(3 n^{2}(k+1) / \delta\right)}{2(T-2 k) \theta(k)_{*}^{2}}}\right\}
\end{aligned}
$$

Proof. To bound $\operatorname{Tr}\left(P^{2}(k)_{i, j}\right)$, we need to bound the sum $\sum_{t=1}^{T-k} P_{t, i}^{2} P_{t+k, j}^{2}$. We break this up into $k+1$ with the number of terms being at least $\lceil T-2 k / k+1\rceil$ independent terms. The $m^{\text {th }}$ such series is bounded by $S_{m}=$ $p_{u}^{2} \sum_{t=1}^{\lceil T-k-m+1 / k+1\rceil} P_{(k+1) t+m-1, i} P_{(k+1) t+m-1+k, j}$.

First consider the case where $P_{t, i}$ is bounded between $\left[p_{l}, p_{u}\right]$. Each of the terms in the sum is $\left(p_{u}^{4}-p_{l}^{4}\right)^{2} / 4$ subgaussian. By Hoeffding inequality,

$$
\begin{array}{r}
\operatorname{Pr}\left(S_{m} \geq \theta(k)_{i, j}\lceil T-k-m+1 / k+1\rceil\left(1+p_{\rho}\right)\right) \leq \\
\exp \left(-\frac{2 \theta(k)_{i, j}^{2} p_{\rho}^{2}\lceil T-2 k / k+1\rceil}{\left(p_{u}^{4}-p_{l}^{4}\right)^{2}}\right)
\end{array}
$$

We re-arrange and use union bound over these $k+1$ sums as well as the $n^{2}$ number of $i, j$ terms and rearrange to complete the proof.

From earlier definitions, we have

$$
\begin{aligned}
Z(k)_{i} & =P(k)_{i} \Lambda_{k} \Gamma_{i}\left(\Phi\left(W+X_{S}\right)+V\right) \\
\alpha^{\top} \hat{\Sigma}_{i j}^{k} \beta & =\sum_{i, j} \alpha_{i} \beta_{j}\left[\frac{1}{(T-k) \theta(k)_{i, j}} Z(0)_{i}^{\top} Z(k)_{j}\right. \\
& \left.-\left(Q_{v}\right)_{i, j} \mathbf{1}(k=0)\right] .
\end{aligned}
$$

We can split $\alpha^{\top} \hat{\Sigma}_{i j}^{k} \beta$ into these three terms -

$$
\begin{aligned}
T_{1}= & \left(W^{\boldsymbol{\top}} \Phi^{\top}+V^{\top}\right) A_{T}(\Phi W+V) \\
& \quad-\alpha^{\boldsymbol{\top}} Q_{v} \beta \mathbf{1}(k=0) \\
T_{2}= & X_{S}^{\top}\left(A_{T}+A_{T}^{\top}\right)(\Phi W+V) \\
T_{3}= & X_{S}^{\top} \Phi^{\top} A_{T} \Phi X_{S} \\
\hat{\Sigma}_{i, j}^{k}= & T_{1}+T_{2}+T_{3} \\
A_{T}= & \sum_{i, j} \alpha_{i} \beta_{j} \Gamma_{i}^{\top} \frac{P(k)_{i, j}}{(T-k) \theta(k)_{i, j}} \Lambda_{k} \Gamma_{j}
\end{aligned}
$$

Lemma 3. Conditioned on the event that Err does not occur, we have

$$
\begin{align*}
& \operatorname{Pr}\left(\left|T_{1}-\mathbb{E}\left[T_{1}\right]\right| \geq \epsilon\right) \\
& \quad \leq 2 \exp \left(-\frac{\epsilon^{2}(T-k) \theta(k)_{*}}{8 \max \left(\left\|Q_{v}\right\|_{2}^{2}, \frac{\left\|Q_{w}\right\|_{2}^{2}}{\left(1-\sigma_{\max }\right)^{4}}\right)}\right)  \tag{1}\\
& \\
& \operatorname{Pr}\left(\left|T_{2}\right| \geq \epsilon\right)  \tag{2}\\
& \quad \leq 2 \exp \left(-\frac{\epsilon^{2}(T-k)^{2} \theta(k)_{*}^{2}}{8 p_{u}^{4}\left\|x_{S}\right\|_{2}^{2}\left(\left\|Q_{w}\right\|_{2}\left(1-\sigma_{\max }\right)^{-2}+\left\|Q_{v}\right\|_{2}\right)}\right)  \tag{3}\\
& \left|T_{3}\right|
\end{align*}
$$

## Proof. Term $T_{1}$ :

$W$ can be written as $Q_{W}^{1 / 2} z_{w}$ where $Q_{W}=\mathbb{E}\left[W W^{\top}\right]=$ $Q_{w} \otimes \mathbf{I}_{T+T_{p} \times T+T_{p}}$ and $z_{w} \sim \mathcal{N}\left(\mathbf{0}, \mathbf{I}_{n \times n}\right)$. Similarly $V=$ $Q_{V}^{1 / 2} z_{v}$. It can be seen that $\left\|Q_{W}\right\|_{2} \leq\left\|Q_{w}\right\|_{2},\left\|Q_{V}\right\|_{2} \leq$ $\left\|Q_{v}\right\|_{2}$.

$$
\begin{aligned}
T_{1} & =\left[\begin{array}{c}
z_{W} \\
z_{V}
\end{array}\right]^{\top} L_{1}\left[\begin{array}{c}
z_{W} \\
z_{V}
\end{array}\right]-\alpha^{\top} Q_{v} \beta \mathbf{1}(k=0) \\
L_{1} & =B_{T}^{\top} A_{T} B_{T} \\
B_{T} & =\left[\begin{array}{cc}
\Phi Q_{W}^{1 / 2} & \mathbf{0} \\
\mathbf{0} & Q_{V}^{1 / 2}
\end{array}\right] \\
\Rightarrow\left\|L_{1}\right\|_{F}^{2} & \leq\left\|B_{T}\right\|_{2}^{4}\left\|A_{T}\right\|_{F}^{2}
\end{aligned}
$$

Norm of $B_{T}$ can be bounded as

$$
\left\|B_{T}\right\|_{2}^{4} \leq \max \left(\left\|Q_{v}\right\|_{2}^{2}, \frac{\left\|Q_{w}\right\|_{2}^{2}}{\left(1-\sigma_{\max }\right)^{4}}\right)
$$

We employ lemma ?? and ?? to now bound $A_{T}$ with high
probability as

$$
\begin{aligned}
\left\|A_{T}\right\|_{F}^{2} & =\sum_{i, j} \frac{\alpha_{i}^{2} \beta_{j}^{2}}{(T-k)^{2} \theta(k)_{i, j}}\left\|P(k)_{i, j} \Lambda_{k}\right\|_{F}^{2} \\
& \leq \sum_{i, j} \frac{\alpha_{i}^{2} \beta_{j}^{2}}{(T-k)^{2} \theta(k)_{i, j}} \operatorname{Tr}\left(P(k)_{i, j}^{2}\right) \\
& \leq \frac{1}{(T-k) \theta(k)_{*}}\left(\sum_{i} \alpha_{i}^{2}\right)\left(\sum_{j} \beta_{j}^{2}\right) \\
& \leq \frac{1}{(T-k) \theta(k)_{*}}
\end{aligned}
$$

For the concentration result, consider eigenvalues of symmetric matrix $L^{s}=\frac{L_{1}+L_{1}^{\top}}{2}$ be $\lambda_{i}$. We have $\sum_{i} \lambda_{i}^{2}=\left\|L^{s}\right\|_{F}^{2} \leq$ $L_{F}^{2}$. Diagonalizing $L^{s}$ and because of the circularly symmetric nature of standard gaussian vector

$$
\begin{aligned}
z^{\top} L_{1} z-\mathbb{E}\left[z^{\top} L_{1} z\right] & =\sum_{i} \lambda_{i}\left(z_{i}^{2}-1\right) \\
\operatorname{Pr}\left(\sum_{i} \lambda_{i}\left(z_{i}^{2}-1\right) \geq \epsilon\right) & \leq \mathrm{e}^{-t \epsilon} \prod_{i} \mathbb{E}\left[\exp \left(t \lambda_{i}\left(z_{i}^{2}-1\right)\right)\right] \\
& \leq \exp (-t \epsilon) \prod_{i} \frac{e^{-t \lambda_{i}}}{\sqrt{1-2 t \lambda_{i}}} \\
& \leq \exp \left(-t \epsilon+2 t^{2} \sum_{i} \lambda_{i}^{2}\right)
\end{aligned}
$$

The first inequality holds when $t \geq 0$. The second holds using MGF of $\chi^{2}$ random variable when $t \lambda_{i} \leq \frac{1}{2}$. The last inequality holds as $\log (1-x) \geq-x-x^{2}$ when $x \leq \frac{1}{2}$ or whenever $t \lambda_{i} \leq \frac{1}{4}$. We take $t=\frac{\epsilon}{4 L_{F}^{2}}$ to obtain the bound.

Term $T_{2}$
We can write

$$
\begin{aligned}
T_{2} & =l_{2}^{\top}\left[\begin{array}{l}
z_{w} \\
z_{v}
\end{array}\right] \\
l_{2} & =X_{S}^{\top} \Phi^{\top}\left(A_{T}+A_{T}^{\top}\right)\left[\begin{array}{ll}
Q_{W}^{1 / 2} & Q_{V}^{1 / 2}
\end{array}\right] \\
\Rightarrow\left\|l_{2}\right\|_{2}^{2} & \left.\leq \frac{4}{(T-k)^{2}}\left\|x_{S}\right\|_{2}^{2}\left\|A_{T}\right\|_{2}^{2}\left[\left(1-\sigma_{\max }\right)^{-2}\right)\left\|Q_{w}\right\|_{2}+\left\|Q_{v}\right\|_{2}\right]
\end{aligned}
$$

We now bound $\left\|A_{T}\right\|_{2}^{2}$ as

$$
\begin{aligned}
\left\|A_{T}\right\|_{2}^{2} & \leq \sum_{i, j, i^{\prime}, j^{\prime}} \alpha_{i} \beta_{j} \alpha_{i^{\prime}} \beta_{j^{\prime}}\left\|\Gamma_{j}^{\top} \Lambda_{k} \frac{P(k)_{i, j}}{\theta(k)_{i, j}} \Gamma_{i} \Gamma_{i^{\prime}}^{\top} \frac{P(k)_{i^{\prime}, j^{\prime}}}{\theta(k)_{i^{\prime}, j^{\prime}}} \Lambda_{k} \Gamma_{j^{\prime}}\right\|_{2} \\
& \leq \frac{p_{u}^{4}}{\theta(k)_{*}^{2}} \sum_{i, j} \alpha_{i}^{2} \beta_{j}^{2}
\end{aligned}
$$

where the last inequality is by applying lemma ?? and observing that $\Gamma_{j}^{\top} \Lambda_{k}^{\top} P^{2} \Lambda_{k} \Gamma_{j^{\prime}}$ is zero when $j \neq j^{\prime}$ as $P$ is a diagonal matrix. We now apply Hoeffding bound to arrive at the answer.
Term $T_{3}$
We use the bound on $\left\|A_{T}\right\|_{2}$ and submultiplicative property of the $\ell_{2}$ bound to prove the bound. Also, $\left|T_{3}-\mathbb{E}\left[T_{3}\right]\right| \leq$ $\left|T_{3}\right|+\left|\mathbb{E}\left[T_{3}\right]\right|$.

Lemma 4. The difference between the mean of the sample covariance and the true covariance matrices is bounded as

$$
\begin{aligned}
& \left\|\mathbb{E}\left[\hat{\Sigma}^{k}\right]-\Sigma^{k}\right\|_{2} \leq \frac{\sigma_{\max }^{2 T_{p}+k}}{\left(1-\sigma_{\max }^{2}\right)(T-k)} \times \\
& {\left[\frac{\left\|Q_{w}\right\|_{2}}{\left(1-\sigma_{\max }^{2}\right)}+\frac{p_{u}^{2}\left\|x_{S}\right\|_{2}^{2}}{\min _{i, j} \theta(k)_{i, j}}\right]}
\end{aligned}
$$

Proof. We have $\Sigma^{k}=\mathbb{E}\left[x_{t} x_{t+k}^{\top}\right]=\left(\sum_{i=0}^{\infty} A^{i} Q_{w} A^{i \top}\right) A^{k \top}$. Now we can split the empirical covariance into two terms the first due to a start from origin and the second due to the exponential decay of the initial state captured in $T_{3}$.

$$
\begin{aligned}
& \mathbb{E}\left[\hat{\Sigma}^{k}\right]=\mathbb{E}\left[\left.\frac{1}{T-k} \sum_{t=1}^{T-k} x_{t} x_{t+k}^{\top} \right\rvert\, x_{-T_{p}}=x_{S}\right] \\
& \succeq \frac{1}{T-k} \sum_{t=1}^{T-k} \sum_{i=0}^{T_{p}+t-1} A^{i} Q_{w} A^{i+k \top}+\left|T_{3}\right| I \\
& \left\|\mathbb{E}\left[\hat{\Sigma}^{k}\right]-\Sigma^{k}\right\|_{2} \leq \frac{1}{T-k} \sum_{t=1}^{T-k} \sum_{i=T_{p}+t}^{\infty}\left\|Q_{w}\right\|_{2} \sigma_{\max }^{2 i+k}+\left|T_{3}\right| \\
& \leq \frac{\left\|Q_{w}\right\|_{2} \sigma_{\max }^{k}}{\left(1-\sigma_{\max }^{2}\right)(T-k)} \sum_{t=1}^{T-k} \sigma_{\max }^{2\left(T_{p}+t\right)}+\left|T_{3}\right| \\
& \leq \frac{\sigma_{\max }^{2 T_{p}+k}}{\left(1-\sigma_{\max }^{2}\right)(T-k)}\left[\frac{\left\|Q_{w}\right\|_{2}}{\left(1-\sigma_{\max }^{2}\right)}+\frac{p_{u}^{2}\left\|x_{S}\right\|_{2}^{2}}{\min _{i, j} \theta(k)_{i, j}}\right]
\end{aligned}
$$

We complete the proof by observing that for any $M \times M$ matrix $L,\|L\|_{\max }=\max _{i, j \in[M]}\left|e_{i}^{\top} L e_{j}\right| \leq\|L\|_{2}$.

We now present the proof of Theorem 1 which combines the above results.

Proof. Max norm bound Conditioned on event Err ${ }^{c}$, using Lemma ?? and Lemma ??, we see that with probability larger than $1-\delta / 3$,

$$
\begin{aligned}
& \left|T_{1}-\mathbb{E}\left[T_{1}\right]\right| \leq \\
& \sqrt{\frac{8 \log (6 / \delta)}{(T-k) \theta(k)_{*}}} \max \left(\frac{\left\|Q_{w}\right\|_{2}}{\left(1-\sigma_{\max }\right)^{2}},\left\|Q_{v}\right\|_{2}\right) \\
& +o\left((T-k)^{-0.5}\right)
\end{aligned}
$$

Similarly, for $T_{2}$ we find that with probability larger than $1-\delta / 3$,

$$
\begin{aligned}
& \left|T_{2}\right| \leq \frac{p_{u}^{2}\left\|x_{S}\right\|_{2}}{(T-k) \theta(k)_{*}} \times \\
& \sqrt{8 \log (6 / \delta)\left(\frac{\left\|Q_{w}\right\|_{2}}{\left(1-\sigma_{\max }\right)^{2}}+\left\|Q_{v}\right\|_{2}\right)}
\end{aligned}
$$

which is $o\left((T-k)^{-0.5}\right)$.
Finally,

$$
\begin{aligned}
\left\|\Sigma^{k}-\hat{\Sigma}^{k}\right\|_{\max } & \leq\left\|\hat{\Sigma}^{k}-\mathbb{E}\left[\hat{\Sigma}^{k}\right]\right\|_{\max }+\left\|\mathbb{E}\left[\hat{\Sigma}^{k}\right]-\Sigma^{k}\right\|_{\max } \\
& \leq\left|T_{1}-\mathbb{E}\left[T_{1}\right]\right|+\left|T_{2}\right| \\
& +\left|T_{3}-\mathbb{E}\left[T_{3}\right]\right|+\left\|\mathbb{E}\left[\hat{\Sigma}^{k}\right]-\Sigma^{k}\right\|_{\max }
\end{aligned}
$$

We use Lemma ?? to get
$\alpha^{\top}\left(\hat{\Sigma}^{k}-\Sigma^{k}\right) \beta$
$\leq \sqrt{\frac{8 \log (6 / \delta)}{(T-k) \theta(k)_{*}}} \max \left(\frac{\left\|Q_{w}\right\|_{2}}{\left(1-\sigma_{\max }\right)^{2}},\left\|Q_{v}\right\|_{2}\right)+o\left((T-k)^{-1 / 2}\right)$
when $\|\alpha\|_{2},\|\beta\|_{2} \leq 1$.
Now using $\alpha=e_{i}$ and $\beta=e_{j}$ we obtain the convergence result for each element $\left|\hat{\Sigma}_{i j}^{k}-\Sigma_{i j}^{k}\right|$ and taking union bound over the $n^{2}$ choices, we obtain the result for the max bound.
$\ell_{2}$ norm bound Let us define $\Delta \Sigma^{k}=\hat{\Sigma}^{k}-\Sigma^{k}$. We consider a covering set $\mathcal{A}$ such that for any $\alpha \in \mathbf{R}^{n}$ such that $\|\alpha\|_{2} \leq 1$, there exists $\alpha^{\prime} \in \mathcal{A}$ with $\left\|\alpha^{\prime}\right\|_{2} \leq 1,\left\|\alpha-\alpha^{\prime}\right\|_{2} \leq \epsilon$. From covering set theory, we can construct such a set with $|\mathcal{A}| \leq$ $(3 / \epsilon)^{n}$. Applying union bound, we find

$$
\begin{aligned}
& \max _{\alpha, \beta \in \mathcal{A}} \alpha^{\top} \Delta \Sigma^{k} \beta \leq \sqrt{\frac{8(2 n \log (\epsilon / 3)+\log (6 / \delta))}{(T-k) \theta(k)_{*}}} \times \\
& \max \left(\frac{\left\|Q_{w}\right\|_{2}}{\left(1-\sigma_{\max }\right)^{2}},\left\|Q_{v}\right\|_{2}\right)+o\left((T-k)^{-1 / 2}\right)
\end{aligned}
$$

Now, we see

$$
\begin{aligned}
\left\|\Delta \Sigma^{k}\right\|_{2}= & \max _{\alpha, \beta} \alpha^{\top} \Delta \Sigma^{k} \beta \\
\leq & \max _{\alpha^{\prime}, \beta^{\prime} \in \mathcal{A}} \alpha^{\prime \top} \Delta \Sigma^{k} \beta^{\prime}+\left(\alpha-\alpha^{\prime}\right)^{\top} \Delta \Sigma^{k} \beta^{\prime} \\
& +\alpha^{\top} \Delta \Sigma^{k}\left(\beta-\beta^{\prime}\right) \\
\leq & \max _{\alpha^{\prime}, \beta^{\prime} \in \mathcal{A}} \alpha^{\top} \Delta \Sigma^{k} \beta^{\prime}+2 \epsilon\left\|\Delta \Sigma^{k}\right\|_{2} \\
\Rightarrow\left\|\Delta \Sigma^{k}\right\|_{2} \leq & \frac{1}{1-2 \epsilon} \max _{\alpha^{\prime}, \beta^{\prime} \in \mathcal{A}} \alpha^{\top \top} \Delta \Sigma^{k} \beta^{\prime}
\end{aligned}
$$

We use $\epsilon=1 / 4$ to obtain the final result.

## Appendix B

In this appendix, we derive convergence guarantees for the covariance matrix under structural assumptions.

Sparsity Let the set $\mathcal{U}=\left\{\Sigma: \sum_{j}\left|\Sigma_{i j}\right|^{q} \leq s \forall i\right\}$. We assume $\Sigma^{k} \in \mathcal{U}$. First we suppose $U_{u}\left(\hat{\Sigma}^{k}-\Sigma^{k}\right.$ is symmetric.

Consider the thresholding operation $U_{u}(\cdot)$ defined as

$$
\left(U_{u}(\Sigma)\right)_{i j}=\Sigma_{i j} \mathbf{1}\left(\left|\Sigma_{i j}\right| \geq u\right)
$$

We observe,

$$
\left\|U_{u}\left(\hat{\Sigma}^{k}\right)-\Sigma^{k}\right\|_{2} \leq\left\|U_{u}\left(\hat{\Sigma}^{k}\right)-U_{u}\left(\Sigma^{k}\right)\right\|_{2}+\left\|U_{u}\left(\Sigma^{k}\right)-\Sigma^{k}\right\|_{2}
$$

The second term can be bounded as

$$
\begin{align*}
\left\|U_{u}\left(\Sigma^{k}\right)-\Sigma^{k}\right\|_{2} & \leq \max _{i} \sum_{j}\left|\Sigma_{i j}^{k}\right| \mathbf{1}\left(\left|\Sigma_{i j}^{k}\right| \leq u\right) \\
& \leq \max _{i} u \sum_{j}\left|\Sigma_{i j}^{k} / u\right|^{q} \mathbf{1}\left(\left|\Sigma_{i j}^{k}\right| \leq u\right) \\
& \leq u^{1-q} s \tag{5}
\end{align*}
$$

The first term needs a more detailed analysis as

$$
\begin{aligned}
\left\|U_{u}\left(\hat{\Sigma}^{k}\right)-U_{u}\left(\Sigma^{k}\right)\right\|_{2} & \leq \max _{i} \sum_{j}\left|\left(U_{u}\left(\hat{\Sigma}^{k}\right)-U_{u}\left(\Sigma^{k}\right)\right)_{i j}\right| \\
& \leq \max _{i} \sum_{j}\left|\Sigma_{i j}^{k}-\hat{\Sigma}_{i j}^{k}\right| \mathbf{1}\left(\left|\Sigma_{i j}^{k}\right| \geq u,\left|\hat{\Sigma}_{i j}^{k}\right|\right. \\
& +\max _{i} \sum_{j}\left|\Sigma_{i j}^{k}\right| \mathbf{1}\left(\left|\Sigma_{i j}^{k}\right| \geq u,\left|\hat{\Sigma}_{i j}^{k}\right| \leq u\right) \\
& +\max _{i} \sum_{j}\left|\hat{\Sigma}_{i j}^{k}\right| \mathbf{1}\left(\left|\Sigma_{i j}^{k}\right| \leq u,\left|\hat{\Sigma}_{i j}^{k}\right| \geq u\right) \\
& =\mathrm{I}+\mathrm{II}+\mathrm{III}
\end{aligned}
$$

I can be bounded with high probability as,

$$
\begin{align*}
\mathrm{I} & \leq\left\|\Delta \Sigma^{k}\right\|_{\max } \max _{i} \sum_{j} \mathbf{1}\left(\left|\Sigma_{i j}^{k}\right| \geq u\right) \\
& \leq \gamma(\delta) \max _{i} \sum_{j}\left(\Sigma_{i j}^{k} / u\right)^{q} \mathbf{1}\left(\left|\Sigma_{i j}^{k}\right| \geq u\right)  \tag{6}\\
& \leq \gamma(\delta) s u^{-q}
\end{align*}
$$

For term II, we have,

$$
\begin{aligned}
\mathrm{II} & \leq \max _{i} \sum_{j}\left(\left|\Delta \Sigma_{i j}^{k}\right|+\left|\hat{\Sigma}_{i j}^{k}\right|\right) \mathbf{1}\left(\left|\Sigma_{i j}^{k}\right| \geq u,\left|\hat{\Sigma}_{i j}^{k}\right| \leq u\right) \\
& \leq(\gamma(\delta)+u) k u^{-q}
\end{aligned}
$$

where we have used the bound in Eq. ?? and recognised that each term in the second summation is bounded by $u$.

Term III can be written in two parts

$$
\begin{aligned}
\mathrm{III} & \leq \max _{i} \sum_{j}\left[\left|\Delta \Sigma_{i j}^{k}\right|+\left|\Sigma_{i j}^{k}\right|\right] \mathbf{1}\left(\left|\Sigma_{i j}^{k}\right| \leq u,\left|\hat{\Sigma}_{i j}^{k}\right| \geq u\right) \\
& \leq \max _{i} \sum_{j}\left|\Delta \Sigma_{i j}^{k}\right| \mathbf{1}\left(\left|\Sigma_{i j}^{k}\right| \leq u,\left|\hat{\Sigma}_{i j}^{k}\right| \geq u\right)+s u^{1-q} \\
& \leq \gamma(\delta) \max _{i} \sum_{j} \mathbf{1}\left(\left|\Sigma_{i j}^{k}\right| \geq u-\gamma(\delta)\right)+s u^{1-q} \\
& \leq \gamma(\delta) \frac{u^{-q}}{(1-\gamma(\delta) / u)^{q}}+s u^{1-q}
\end{aligned}
$$

where Eq. ?? has been used.
We now use $u=2 \gamma(\delta)$ to obtain the bound. if $\Sigma^{k}$ is not symmetric. We bound $\left\|\Delta \Sigma^{k}\right\|_{1},\left\|\Delta \Sigma^{k}\right\|_{\infty}$ as above and use $\left\|\Delta \Sigma^{k}\right\|_{2}^{2} \leq\left\|\Delta \Sigma^{k}\right\|_{1}\left\|\Delta \Sigma^{k}\right\|_{\infty}$.

Additionally, if $\lambda_{\min }\left(\Sigma^{k}\right) \geq \epsilon_{0}$, we obtain the result for the inverse as well as $\left\|\left(U_{u}\left(\hat{\Sigma}^{k}\right)\right)^{-1}-\left(\Sigma^{k}\right)^{-1}\right\|_{2}=$ $\Omega\left(\left\|U_{u}\left(\hat{\Sigma}^{k}\right)-\Sigma^{k}\right\|_{2}\right)$

Bandedness It is assumed that $\Sigma^{k} \in \mathcal{V}=\{\Sigma$ : $\left.\max _{i} \sum_{j}\left|\Sigma_{i j}^{k}\right| \mathbf{1}(|i-j|>s) \leq C s^{-q} \forall k, i\right\}$.

We consider the banding operation $B_{s}(\cdot)$ defined as

$$
B_{s}(\Sigma)_{i j}=\Sigma_{i j} \mathbf{1}(|i-j| \leq s)
$$

As earlier, we observe,

$$
\begin{aligned}
\left\|B_{s}\left(\hat{\Sigma}^{k}\right)-\Sigma^{k}\right\|_{2} & \leq\left\|B_{s}\left(\hat{\Sigma}^{k}\right)-B_{s}\left(\Sigma^{k}\right)\right\|_{2}+\left\|B_{s}\left(\Sigma^{k}\right)-\Sigma^{k}\right\|_{2} \\
& \leq 2 s \gamma(\delta)+C s^{-\alpha}
\end{aligned}
$$

We use $s=\gamma^{-1 /(\alpha+1)}(\delta)$ to obtain the final answer $\mathcal{O}\left(\gamma^{\alpha /(\alpha+1)}(\delta)\right)$. The inverse can be obtained in a similar manner to the sparse case by additionally assuming that the minimum eigenvalue of $\Sigma^{k}$ is above $\epsilon_{0}$.

## $\geq$ Sparsity of the Inverse

Here we make the assumption that the inverse covariance matrix $\Theta^{0}=\left(\Sigma^{0}\right)^{-1}$ is sparse. Let $\mathcal{E}\left(\Theta^{0}\right)=\{(i, j) \mid i \neq$ $\left.j, \Theta_{i j}^{0} \neq 0\right\}$ be the set of off-diagonal non-zero elements in the inverse covariance matrix. Define $s=\left|\mathcal{E}\left(\Theta^{0}\right)\right|$ as the size of this set. Set $\mathcal{S}=\mathcal{E}(\Theta) \cup\{(i, i) \mid i \in[n]\}$ includes the diagonals. Also, $d$ is the maximum row cardinality which is the maximum number of non-zero elements in any row of the inverse covariance matrix.

We define $\Gamma=\left(\Theta^{0}\right)^{-1} \otimes\left(\Theta^{0}\right)^{-1}$ which is the Hessian of the log-determinant determinant function. We characterize the convergence in terms of quantities $\kappa_{\Sigma}=\left\|\Sigma^{0}\right\|_{\infty}, \kappa_{\Gamma}=\|\Gamma\|_{\infty}$. Another important assumption being made is an irrepresentability condition given by $\left\|\Gamma_{\mathcal{S}^{c} \mathcal{S}}\left(\Gamma_{\mathcal{S S}}\right)^{-1}\right\|_{\infty} \leq 1-\alpha$.

The estimator for the empirical inverse covariance matrix is obtained from the Bregman divergence on the log determinant function. Consider $g(\Theta)=-\log |\Theta|$. We now find symmetric positive definite matrix $\Theta$ which minimizes $D_{g}\left(\Theta^{0} \| \Theta\right)$ which leads to

$$
\hat{\Theta}^{0}=\operatorname{argmin}_{\Theta \succ 0} \operatorname{Tr}\left(\Theta^{\top} \Sigma^{0}\right)-\log |\Theta|+\lambda_{n}\|\Theta\|_{1, \text { off }}
$$

We obtain the final estimator by replacing unknown $\Sigma^{0}$ with its empirical estimate and a regularization term which is the $\ell_{1}$ sum of off-diagonal elements $\|\Theta\|_{1, \text { off }}=\sum_{i, j \quad i \neq j}\left|\Theta_{i j}\right|$.

For $T \geq 288 \log \frac{6 n^{2}}{\delta} d^{2} \max \left(\frac{\left\|Q_{w}\right\|_{2}^{2}}{\left(1-\sigma_{\max }\right)^{4}},\left\|Q_{v}\right\|_{2}^{2}\right) \max \left(\kappa_{\Gamma}^{2} \kappa_{\Sigma}^{2}, \kappa_{\Gamma}^{4} \kappa_{\Sigma}^{6}\right)(1+$ $\left.\frac{8}{\alpha}\right)^{2} \theta(0)_{*}^{-1}$, with probability at least $\left\|\Delta \Sigma^{0}\right\|_{\max } \leq \gamma(\delta) \leq$ $\frac{1}{6(1+8 / \alpha) d \max \left(\kappa_{\Gamma} \kappa_{\Sigma}, \kappa_{\Gamma}^{2} \kappa_{\Sigma}^{3}\right)}$. Following Theorem 1 and corollary 3 of [?], we see with high probability and upto order $T^{-1 / 2}$

$$
\begin{aligned}
\left\|\hat{\Theta}^{0}-\Theta^{0}\right\|_{\max } & \leq 2 \kappa_{\Gamma}\left(1+\frac{8}{\alpha}\right) \gamma(\delta) \\
\left\|\hat{\Theta}^{0}-\Theta^{0}\right\|_{F} & \leq 2 \kappa_{\Gamma}\left(1+\frac{8}{\alpha}\right) \sqrt{s+n} \gamma(\delta) \\
\left\|\hat{\Theta}^{0}-\Theta^{0}\right\|_{2} & \leq 2 \kappa_{\Gamma}\left(1+\frac{8}{\alpha}\right) \min (\sqrt{s+n}, d) \gamma(\delta) \\
\left\|\hat{\hat{\Sigma}}^{0}-\Sigma^{0}\right\|_{2} & \leq 2 \kappa_{\Sigma}^{2} \kappa_{\Gamma}\left(1+\frac{8}{\alpha}\right) d \gamma(\delta)+6 \kappa_{\Sigma}^{3} \kappa_{\Gamma}^{2}\left(1+\frac{8}{\alpha}\right)^{2} d^{2} \gamma^{2}(\delta)
\end{aligned}
$$

Low rank matrix We assume the rank of the matrix $\Sigma^{k}$ is $r \ll n$. We employ the following estimator to obtain a low rank matrix approximation

$$
\bar{\Sigma}^{k}=\operatorname{argmin}_{\Sigma}\left\|\Sigma-\hat{\Sigma}^{k}\right\|_{F}^{2}+\lambda_{n}\|\Sigma\|_{*}
$$

Define $\bar{\Delta}=\bar{\Sigma}^{k}-\Sigma^{k}$. We now observe,

$$
\begin{align*}
\left\|\bar{\Sigma}^{k}-\hat{\Sigma}^{k}\right\|_{F}^{2}+\lambda_{n}\|\bar{\Sigma}\|_{*} & \leq\left\|\Sigma^{k}-\hat{\Sigma}^{k}\right\|_{F}^{2}+\lambda_{n}\left\|\Sigma^{k}\right\|_{*} \\
\Rightarrow\|\bar{\Delta}\|_{F}^{2}-2\left\langle\bar{\Delta}, \Delta \Sigma^{k}\right\rangle & \leq \lambda_{n}\|\bar{\Delta}\|_{*} \\
\Rightarrow\|\bar{\Delta}\|_{F}^{2} & \leq\left(2\left\|\Delta \Sigma^{k}\right\|_{2}+\lambda_{n}\right)\|\bar{\Delta}\|_{*} \\
\Rightarrow\|\bar{\Delta}\|_{F}^{2} & \leq \frac{3}{2} \lambda_{n}\|\bar{\Delta}\|_{*} \tag{7}
\end{align*}
$$

where in the final step, we have used the fact that $\lambda_{n} \geq$ $4\left\|\Delta \Sigma^{k}\right\|_{2}$ and $\|A\|_{*} \leq \sqrt{r}\|A\|_{F}$.

We now bound $\|\bar{\Delta}\|_{*}$. We define subspace $\mathcal{A}$ to span the first $r$ singular vectors of $\Sigma^{k}$ and $\mathcal{B}$ the remaining singular vectors. We use $\Pi_{\mathcal{A}}$ to denote the euclidean projection operation onto subspace $\mathcal{A}$. Clearly, $\Sigma^{k}=\Pi_{\mathcal{A}}\left(\Sigma^{k}\right)+\Pi_{\mathcal{B}}\left(\Sigma^{k}\right)$.

We now define $\bar{\Delta}_{2}=\Pi_{\mathcal{B}}(\bar{\Delta})$ and $\bar{\Delta}_{1}=\bar{\Delta}-\bar{\Delta}_{2}$. Consider the SVD of $\Sigma^{k}=U D V^{\top}$. We can write

$$
\begin{aligned}
\bar{\Delta} & =U\left[\begin{array}{ll}
\nu_{11} & \nu_{12} \\
\nu_{21} & \nu_{22}
\end{array}\right] V^{\top} \\
\Rightarrow \bar{\Delta}_{1} & =U\left[\begin{array}{cc}
\nu_{11} & \nu_{12} \\
\nu_{21} & \mathbf{0}
\end{array}\right] V^{\top} \\
& =U\left(\left[\begin{array}{cc}
\nu_{11} / 2 & \mathbf{0} \\
\nu_{21} & \mathbf{0}
\end{array}\right]+\left[\begin{array}{cc}
\nu_{11} / 2 & \nu_{12} \\
\mathbf{0} & \mathbf{0}
\end{array}\right]\right) V^{\top}
\end{aligned}
$$

where $\nu_{11} \in \mathbf{R}^{r \times r}$. Clearly, $\operatorname{rank}\left(\bar{\Delta}_{1}\right) \leq 2 r$ as it can be written as a sum of 2 matrices with $r$ non-zero rows or columns in each.

We can write

$$
\begin{align*}
\left\|\bar{\Sigma}^{k}\right\|_{*} & =\left\|\Pi_{\mathcal{A}}\left(\Sigma^{k}\right)+\bar{\Delta}_{2}+\Pi_{\mathcal{B}}\left(\Sigma^{k}\right)+\bar{\Delta}_{1}\right\|_{*} \\
& \geq\left\|\Pi_{\mathcal{A}}\left(\Sigma^{k}\right)+\bar{\Delta}_{2}\right\|_{*}-\left\|\Pi_{\mathcal{B}}\left(\Sigma^{k}\right)+\bar{\Delta}_{1}\right\|_{*} \\
& \geq\left\|\Pi_{\mathcal{A}}\left(\Sigma^{k}\right)\right\|_{*}+\left\|\bar{\Delta}_{2}\right\|_{*}-\left\|\Pi_{\mathcal{B}}\left(\Sigma^{k}\right)\right\|_{*}-\left\|\bar{\Delta}_{1}\right\|_{*} \tag{8}
\end{align*}
$$

From optimal solution of optimization problem, we have

$$
\begin{aligned}
& 0 \leq\|\bar{\Delta}\|_{F}^{2} / \lambda_{n} \\
& \quad \leq \frac{1}{2} \bar{\Delta}\left\|_{*}+\right\| \Sigma^{k}\left\|_{*}-\right\| \bar{\Sigma}^{k} \|_{*} \\
& 2\left\|\Pi_{\mathcal{B}}\left(\Sigma^{k}\right)\right\|_{*}+\frac{3}{2}\left\|\bar{\Delta}_{1}\right\|_{*}-\frac{1}{2}\left\|\bar{\Delta}_{2}\right\|_{*} \\
& \Rightarrow\left\|\bar{\Delta}_{2}\right\|_{*} \leq 3\left\|\bar{\Delta}_{1}\right\|_{*}+4\left\|\Pi_{\mathcal{B}}\left(\Sigma^{k}\right)\right\|_{*}
\end{aligned}
$$

where we have used Eq. ?? in the third inequality. We conclude

$$
\begin{aligned}
\|\bar{\Delta}\|_{*} & \leq 4\left\|\bar{\Delta}_{1}\right\|_{*} \\
& \leq 4 \sqrt{2 r}\|\bar{\Delta}\|_{F}
\end{aligned}
$$

We substitute this in the Eq. ?? to obtain $\|\bar{\Delta}\|_{F} \leq 6 \lambda_{n} \sqrt{2 r}$

## Appendix C

In this section, we estimate the transition matrix under various constraints.

## Dense Transition Matrix

With probability greater than $1-\delta$ both, maximum value of $\Delta \Sigma^{0}=\hat{\Sigma}^{0}-\Sigma^{0}$ and $\Delta \Sigma^{1}=\hat{\Sigma}^{1}-\Sigma^{1}$ are less than $\gamma(\delta / 2)$. We have also seen that $\left\|\Delta \Sigma^{0}\right\|_{2},\left\|\Delta \Sigma^{1}\right\|_{2} \leq \mathcal{O}(\sqrt{n} \gamma(\delta / 2))$. As mentioned in [?], we get

$$
\left\|\Delta \Sigma^{0 \dagger}\right\|_{2} \leq\left\|\Sigma^{0 \dagger}\right\|_{2}^{2}\left\|\Delta \Sigma^{0}\right\|_{2} \leq \frac{4 \sqrt{n} \gamma(\delta / 2)}{\sigma_{\min }^{2}}
$$

This is true when $\left\|\Delta \Sigma^{0}\right\|_{2}<\lambda_{\text {min }}\left(\Sigma^{0}\right)$ and $\Sigma^{0}$ is invertible. The error is given by,

$$
\begin{aligned}
\|\hat{A}-A\|_{2} & \leq\left\|\hat{\Sigma}^{1 \top} \hat{\Sigma}^{0 \dagger}-\Sigma^{1 \top} \hat{\Sigma}^{0 \dagger}+\Sigma^{\top} \hat{\Sigma}^{0 \dagger}-\Sigma^{1 \top} \Sigma^{0 \dagger}\right\|_{2} \\
& \leq\left(\left\|\Delta \Sigma^{0 \dagger}\right\|_{2}+\left\|\Sigma^{0 \dagger}\right\|_{2}\right)\left\|\Delta \Sigma^{1}\right\|_{2}+\left\|\Sigma^{1}\right\|_{2}\left\|\Delta \Sigma^{0 \dagger}\right\|_{2} \\
& \leq \frac{4 \sigma_{\max } \sqrt{n} \gamma(\delta / 2)\left\|Q_{w}\right\|_{2}}{\sigma_{\min }^{2}\left(1-\sigma_{\max }^{2}\right)}
\end{aligned}
$$

completing the proof.

## Sparse Transition Matrix

We now obtain results with sparse $A$. This proof is described in [?] for getting performance bounds on estimate $A$ using the Dantzig selector algorithm with our estimates of $\Sigma^{0}, \Sigma^{1}$.

Let $\gamma(\delta / 2)$ be the maximum deviation of empirical covariance matrices as earlier.

We show that $A^{\top}=\Sigma^{0 \dagger} \Sigma^{1}$ is a feasible solution with high probability.

$$
\begin{aligned}
\left\|\hat{\Sigma}^{0} A^{\top}-\hat{\Sigma}^{1}\right\|_{\max } & \leq\left\|\left(\hat{\Sigma}^{0}-\Sigma^{0}\right) A\right\|_{\max }+\left\|\left(\hat{\Sigma}^{1}-\Sigma^{1}\right)\right\|_{\max } \\
& \leq \gamma(\delta / 2)\left(\|A\|_{1}+1\right)=\lambda
\end{aligned}
$$

Clearly, $\|\hat{A}\|_{1} \leq\|A\|_{1}$ with high probability. We also obtain,

$$
\begin{aligned}
& \|\hat{A}-A\|_{\max }=\left\|\Sigma^{0 \dagger}\left(\Sigma^{0} \hat{A}^{\top}-\Sigma^{1}\right)\right\|_{\max } \\
& =\left\|\Sigma^{0 \dagger}\left(\Sigma^{0} \hat{A}^{\top}-\hat{\Sigma}^{0} \hat{A}^{\top}+\hat{\Sigma}^{0} \hat{A}^{\top}-\hat{\Sigma}^{1}+\hat{\Sigma}^{1}-\Sigma^{1}\right)\right\|_{\max } \\
& \leq 2 \lambda\left\|\Sigma^{0 \dagger}\right\|_{1}=\lambda_{1}
\end{aligned}
$$

We can use $\lambda_{1}$ as a threshold level for sparsity. We consider each column $j$ separately. Define set $\mathcal{T}=\left\{i \in[n]\left|A_{i j}\right| \geq \lambda_{1}\right\}$. For convenience, we denote column $j$ of matrix $A$ as $a$ and matrix $\hat{A}$ as $\hat{a}$. We can write

$$
\begin{aligned}
\|\hat{a}-a\|_{1} & \leq\left\|\hat{a}_{\mathcal{T}^{c}}\right\|_{1}+\left\|a_{\mathcal{T}^{c}}\right\|_{1}+\left\|\hat{a}_{\mathcal{T}}-a_{\mathcal{T}}\right\|_{1} \\
& \leq\|a\|_{1}+\left\|a_{\mathcal{T}^{c}}\right\|_{1}-\left\|\hat{a}_{\mathcal{T}}\right\|_{1}+\left\|\hat{a}_{\mathcal{T}}-a_{\mathcal{T}}\right\|_{1} \\
& \leq 2\left\|a_{\mathcal{T}^{c}}\right\|_{1}+\left(\left\|a_{\mathcal{T}}\right\|_{1}-\left\|\hat{a}_{\mathcal{T}}\right\|_{1}\right)+\left\|\hat{a}_{\mathcal{T}}-a_{\mathcal{T}}\right\|_{1} \\
& \leq 2\left(\left\|a_{\mathcal{T}^{c}}\right\|_{1}+\left\|a_{\mathcal{T}}-\hat{a}_{\mathcal{T}}\right\|_{1}\right)
\end{aligned}
$$

Consider sum

$$
\begin{aligned}
s_{a} & =\sum_{i} \min \left(\frac{\left|a_{i}\right|}{\lambda_{1}}, 1\right) \\
& \leq \lambda_{1}^{-q} \sum_{i}\left|a_{i}\right|^{q}=s \lambda_{1}^{-q}
\end{aligned}
$$

Now, $\left\|a_{\mathcal{T}^{c}}\right\|_{1} \leq \lambda_{1} s_{a}=s \lambda_{1}^{1-q}$. Also, $\left\|a_{\mathcal{T}}-\hat{a}_{\mathcal{T}}\right\|_{1} \leq \lambda_{1}\left|T_{j}\right| \leq$ $\lambda_{1} s_{a}=s \lambda_{1}^{1-q}$. Substituting these, we get the bound $\| \hat{A}-$ $A \|_{1} \leq 4 s \lambda_{1}^{1-q}$.

## Low Rank Transition Matrix

We assume the rank of the transition matrix $A$ is $r \ll n$. We use the following estimator

$$
\hat{A}=\operatorname{argmin}_{B}\left\langle A^{\top}, \hat{\Sigma}^{0} A^{\top}-2 \hat{\Sigma}^{1}\right\rangle+\lambda_{n}\|A\|_{*}
$$

For the analysis, we again denote $\hat{\Delta}=\hat{A}-A$. From the optimality conditions and some algebra,

$$
\begin{aligned}
\left\langle\bar{\Delta}^{\top}, \hat{\Sigma}^{0} \bar{\Delta}^{\top}\right\rangle & \leq 2\left\langle\bar{\Delta}^{\top}, \hat{\Sigma}^{1}-\hat{\Sigma}^{0} A^{\top}\right\rangle+\lambda_{n}\left(\|A\|_{*}-\|\hat{A}\|_{*}\right) \\
& \leq\left(2\left\|\hat{\Sigma}^{1}-\hat{\Sigma}^{0} A^{\top}\right\|_{2}+\lambda_{n}\right)\|\bar{\Delta}\|_{*} \\
& \leq\left(2\left(\left\|\Delta \Sigma^{1}\right\|_{2}+\sigma_{\max }\left\|\Delta \Sigma^{0}\right\|_{2}\right)+\lambda_{n}\right)\| \| \bar{\Delta} \|_{*}
\end{aligned}
$$

As shown in appendix earlier, we get $\|\hat{\Delta}\|_{*} \leq 4 \sqrt{2 r}\|\hat{\Delta}\|_{F}$ when $\lambda_{n} \geq 4\left(\left\|\Delta \Sigma^{1}\right\|_{2}+\sigma_{\max }\left\|\Delta \Sigma^{0}\right\|_{2}\right)=4(1+$ $\left.\sigma_{\max }\right) \gamma_{2}(\delta / 2)$.
Now the optimization problem is convex when
$\hat{\Sigma}^{0} \succ \mathbf{0}$ and a sufficient condition is when
$\left\|\Delta \Sigma^{0}\right\|_{2} \leq \gamma_{2}(\delta / 2)<\lambda_{\min }\left(\Sigma^{0}\right) / 2$. This happens when we have large enough number of time samples $T \geq \frac{128 n \log 1 / \delta}{\lambda_{\min }^{2} \theta(0)_{*}} \max \left(\frac{\left\|Q_{w}\right\|_{2}^{2}}{\left(1-\sigma_{\max }\right)^{4}},\left\|Q_{v}\right\|_{2}^{2}\right)$. Now $\left\langle\bar{\Delta}^{\top}, \hat{\Sigma}^{0} \bar{\Delta}^{\top}\right\rangle \geq \frac{\lambda_{\min }\left(\Sigma^{0}\right)}{2}\|\bar{\Delta}\|_{F}^{2}$ which leads to the bound $\|\bar{\Delta}\|_{F} \leq 12 \lambda_{n} \sqrt{2 r}$.

## Appendix D

In this section, we prove the analogue of Theorem 1 for higher order VAR processes.

The proof from section ?? goes through with a few modifications. $Q_{\underline{V}}=\mathbb{E}\left[\underline{V V^{\top}}\right]=Q_{v} \otimes J_{V}$ where $J_{V}$ is a binary matrix with at most $p$ ones in each row. Thus $\left\|Q_{V}\right\|_{2} \leq p\left\|Q_{v}\right\|_{2}$.

The other difference is the term $\operatorname{Tr}\left(\underline{P}^{2}(k)_{i, j}\right)$. It can be observed that

$$
\left.\begin{array}{rl}
\operatorname{Tr}\left(\underline{P}^{2}(k)_{i, j}\right)= & \operatorname{Tr}\left(P^{2}\left(\left.\left\lfloor\frac{j-1}{n}\right\rfloor-\left\lfloor\frac{i-1}{n}\right\rfloor+k \right\rvert\,\right)_{i_{p}, j_{p}}\right.
\end{array}\right) .
$$

Thus earlier convergence result holds with union bound taken over $(n p)^{2}$ choices of $i, j$.

We also now take the union bound over $(n p)^{2}$ choices for the max bound and correspondingly larger set for the 2 norm. $|\mathcal{A}| \leq(3 / \epsilon)^{n p}$ to get the final answer.
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