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X-Ray Luminescence Computed Tomography
via Selective Excitation: A Feasibility Study

Guillem Pratx, Colin M. Carpenter, Conroy Sun, and Lei Xing*

Abstract—X-ray luminescence computed tomography (XLCT) is
proposed as a new molecular imaging modality based on the selec-
tive excitation and optical detection of X-ray-excitable phosphor
nanoparticles. These nano-sized particles can be fabricated to emit
near-infrared (NIR) light when excited with X-rays, and, because
because both X-rays and NIR photons propagate long distances
in tissue, they are particularly well suited for in vivo biomedical
imaging. In XLCT, tomographic images are generated by irradi-
ating the subject using a sequence of programmed X-ray beams,
while sensitive photo-detectors measure the light diffusing out of
the subject. By restricting the X-ray excitation to a single, narrow
beam of radiation, the origin of the optical photons can be inferred
regardless of where these photons were detected, and how many
times they scattered in tissue. This study presents computer simula-
tions exploring the feasibility of imaging small objects with XLCT,
such as research animals. The accumulation of 50 nm phosphor
nanoparticles in a 2-mm-diameter target can be detected and quan-
tified with subpicomolar sensitivity using less than 1 cGy of ra-
diation dose. Provided sufficient signal-to-noise ratio, the spatial
resolution of the system can be made as high as needed by nar-
rowing the beam aperture. In particular, 1 mm spatial resolution
was achieved for a 1-mm-wide X-ray beam. By including an X-ray
detector in the system, anatomical imaging is performed simulta-
neously with molecular imaging via standard X-ray computed to-
mography (CT). The molecular and anatomical images are spa-
tially and temporally co-registered, and, if a single-pixel X-ray de-
tector is used, they have matching spatial resolution.

Index Terms—Molecular imaging, nanophosphor,
imaging, X-ray computed tomography (CT).
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1. INTRODUCTION

URRENTLY, significant research efforts are focused on

improving biomedical imaging by exploiting the unique
properties of nanomaterials, such as quantum confinement,
which gives quantum dots their wavelength tunability [1],
and superparamagnetism, which has been used in magnetic
resonance imaging (MRI) contrast agents [2]. In addition, the
ability to specifically target biological processes in vivo make
nanoparticles promising molecular imaging agents [3]. In par-
ticular, phosphorescent nanoparticles (or nanophosphors) are
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Fig. 1. Depiction of the proposed XLCT system. A computer-controlled colli-
mated X-ray beam selectively excites the sample while photo-detectors measure
the light coming out.

being investigated as possible contrast agents for up-conversion
fluorescence imaging [4]-[6]. X-ray-excitable nanophosphors
can also be designed and fabricated using various methods
[7]-[9]. These particles are activated by high-energy electrons,
such as those produced when X- and gamma-rays interact with
matter through photoelectric absorption or Compton scatter. A
significant advantage of using phosphors as optical molecular
probes is that autofluorescence, problematic for fluorescence
imaging [10] because it creates an unwanted nonspecific signal,
is virtually absent in X-ray luminescence and up-conversion
fluorescence. Less toxic than quantum dots [5], [11], nanophos-
phors can be coated with various compounds to further improve
their biocompatibility [5], [12]. They are also chemically stable
and resistant to photo-bleaching [5].

XLCT uses a selective excitation mechanism similar to X-ray
fluorescence computed tomography (XFCT, [13]-[15]) to
image samples containing unknown distributions of X-ray-ex-
citable nanophosphor. In both schemes, the sample is irradiated
by a sequence of narrow X-ray beams that are positioned
at predefined locations. However, the two modalities differ
in the nature of the signal produced: XFCT uses an X-ray
spectrometer to measure fluorescent X-rays, while XLCT uses
photo-detectors to measure the flux of optical photons diffusing
out of the sample (Fig. 1).

In XLCT, it is known that measured photons were created
somewhere on the narrow path of the X-ray beam; hence, the
optical sensor is not required to spatially resolve photons. Be-
cause X-rays do not scatter in tissue as much as optical photons,
each individual photon carries more localized information when
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it is produced from such selective excitation. Therefore, high-
quality tomographic images can be reconstructed even from a
limited number of optical photons. In contrast, purely optical
techniques, such as fluorescence molecular tomography, require
many photons to solve an extremely ill-posed inverse problem,
a problem made worse by the corruption of the molecular probe
signal by tissue autofluorescence. [10], [16], [17].

In the proposed XLCT system, a scanning X-ray source
and detector are mounted on opposite sides of the sample, in
a way comparable to the first X-ray CT scanner [18]. One or
more photo-detectors record the light produced in the sample.
Such combination of X-ray and optical detectors enables si-
multaneous molecular and anatomical imaging. In addition,
multiple molecular probes can be studied simultaneously
because nanophosphors doped with different elements have
sharp (full-width half-maximum < 20 nm) emission at different
wavelengths [19]. Furthermore, we have successfully fabricated
nano-sized X-ray-excitable phosphors which emit near-infrared
(NIR) light, such as Gd20O5S : Tm and BaYF; Eut [20].
Such nanophosphors are well suited for in vivo biomedical
imaging, because both X-ray and NIR photons propagate long
distances in tissue [21]. In this paper, we present the results of
numerical simulations, as well as a theoretical analysis of the
performance of the proposed scheme.

II. THEORY

A. Imaging Model

Let us consider a sample consisting of a homogeneous ma-
terial, described by its X-ray linear attenuation and energy ab-
sorption coefficients u(r, E) and pen(r, F), respectively [22],
where r is the spatial coordinate and F the X-ray energy, and by
optical absorption and scattering coefficients. Nanophosphors
are distributed in the sample such that their concentration in a
small volume centered on r is f(r). The phantom is irradiated
sequentially with P different beams, while the optical signal is
recorded. The kinetic energy of all the ionizing electrons liber-
ated by the ith beam is spatially distributed according to b;(r),
which, for a simplified monoenergetic X-ray beam model, can
be expressed as

—fr n(s,E)ds
e Jai

bi(r) = IO wt(r) .U’en(r7E) (1)

where [ is the beam fluence rate, q; is the position of the X-ray
source, and w;(r) is a window function, comprised between 0
and 1, which defines the geometrical aperture of the beam.

In an incremental volume dr centered on r, the ¢th beam pro-
duces light photons at a rate ¢;(r)dr, given by rescaling the
number of photons that would have been produced in the bulk
crystal by the relative phosphor concentration

f(r)

Pb

¢i(r) = ep bi(r) 2)

where €}, and py, are the light yield and the density of the bulk
crystal, respectively. Over an irradiation time 7, the mean
number of photons detected is

Yi = TQE/QS(I') ¢i(r) dr + np 3)
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where Qg is the photo-detector quantum efficiency, np the
mean dark current, {2 a volume enclosing the sample, and s(r)
the optical sensitivity map—i.e., the probability that a photon
emitted at r will be detected by one of the photo-detectors.
Because the nanophosphor is expected to be present in low
concentration (1 pg/mL), high-energy electrons (photo- or
Compton-recoil electrons) are most likely to originate from
the tissue. As the result, the photon production model does not
depend upon the X-ray cross-section of the phosphor.

Using the same notations, the total kerma K; (in Gy) quanti-
fies the radiation dose for the sth beam

Ki:T/wdr @)
Q Ps

where py is the density of the sample.

Equation (2) can be used to estimate the number of pho-
tons produced. If we assume that the light yield and density
of the Gd205S : Tm nanophosphor are the same as those of
the bulk Gd>05S : Tb phosphor (i.e., €, = 60 photons/keV
and p, = 7.44 g/mL, respectively [19]), irradiating a 10 mL
aqueous solution of nanophosphors (1 pg/mL) with a uniform
X-ray dose of 1 ¢Gy yields 5.0 x 107 photons.

B. Image Reconstruction

Maximum-likelihood (ML) reconstruction can estimate the
nanophosphor concentration f(r) based on the measurements
m. Assuming the nanophosphor distribution can be approxi-
mated using N basis functions e;(r), such that

N
J(xr) =3 wies(r) ®)

the mean number of photons measured y is a linear combination
of the discrete tracer distribution x

y = Ax. (6)
The coefficients a;; of the imaging matrix A satisfy
Ai5 = ﬂSj/ bi(r)ej(r)dr (7)
Pb Q

where s is the discrete approximation of the optical sensitivity
map s(r) in the basis defined by e;(r).

Neglecting the read noise of the photo-detectors, the noisy
measurements m are a statistical realization of a random vector
Y, whose independent components Y; follow a Poisson distri-
bution with mean y;. Hence, the log-likelihood log pm, (¥) given
a set of noisy measurements m can be formulated as

P
10g pm(y) = Y —vi + milog(y;) — log(m,!).  (8)

i=1

The image x that satisfies the ML criterion is a solution to the
convex optimization problem

P
maximize fm(y) = Z —yi + m; log(yi)
i=1
subject to y = Ax
x>0 9
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where the variables are x € RY and y € R”, and the measure-
ment vector is m € R”. When A is full rank, (9) has a unique
solution.

In this work, we used the expectation-maximization (EM) al-
gorithm [23] to reconstruct the data generated from the simula-
tions. ML-EM is an iterative method which calculates succes-

sive image estimates z7; according to

o P
n+l _ ) mg
D LT
i=1 Z aszb + 7p
b=1
where
P
N]-:Zaij (11)
i=1

is a sensitivity map that takes into account the nonuniform den-
sity of the X-ray beams throughout the volumetric image, and
np is an estimate of the dark current, measured by acquiring a
dark scan with the X-ray beam off.

Compensating for the dark current could also be attempted
by precorrecting the measurements and applying the EM algo-
rithm to m — 7. However, subtracting an estimate of the dark
current alters the Poisson nature of the data, hence, it is prefer-
able to incorporate the correction in the expectation step of the
EM algorithm [24]. Scatter correction can be implemented in a
similar way, provided that a scatter estimate for each projection
is available.

III. METHODS

A. Simulation

A high-energy Monte-Carlo package [25] was used to calcu-
late the distribution of ionized charges in the sample during ir-
radiation by the X-ray beam (Fig. 2). The package simulates the
interactions of high-energy photons with matter through scatter
and photoelectric absorption, and, therefore, models the con-
tribution of scattered X-rays to the total ionization. The beam
width and energy were set to 1 mm and 100 keV, respectively. A
single 1-mm-thick slice was irradiated from 50 radial positions,
ranging from —2.5 to 2.5 cm, and 64 angles, ranging from 0° to
360°. The ionization density computed from the Monte-Carlo
was converted into optical light according to (2) (Fig. 2).

All the simulations assumed a cylindrical phantom, of
diameter 4.5 cm, filled with tissue-mimicking material, con-
taining various distributions of nanophosphor [Fig. 4(a)]. The
nanophosphor properties were taken from those of the bulk
Gd203S : Tb crystal, that is, a light yield of 60 photons/keV
and a density of 7.44 g/mL [19]. The emission wavelength,
802 nm, was based on the emission of Gd2O>S doped with
thulium. The optical absorption and scattering coefficients at
802 nm of the tissue-mimicking material were set to 0.1 cm ™
and 100 cm ™!, respectively [26]. The density and X-ray attenu-
ation of the material were taken for water from the NIST XCOM
database [22]. It was further assumed that a ring of 2-cm-high
ideal NIR detectors (Qg = 1 and np = 0) surrounded the
phantom. Based on these parameters, optical Monte-Carlo
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Fig. 2. Flowchart of the XLCT system simulation: The X-ray dose to the
phantom is calculated by Monte-Carlo simulation using a map of the X-ray
attenuation coefficients. The light produced by the nanophosphor is obtained
by combining the X-ray ionization and the phosphor distribution map using
(2). Finally, optical signal measured by the photo-detectors is computed from
the optical sensitivity map as described in (3).
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Fig.3. Optical sensitivity of the optical detection system as a function of source
position for 802 nm light.

simulations [27] were performed for computing the optical
sensitivity map s(r) (Fig. 3). The Monte-Carlo simulations
were checked against the analytical solution to the diffusion
equation for a point source (data not shown). In the simulation,
the X-ray attenuation map, the nanophosphor distribution and
the optical sensitivity map were entered as discrete 3-D arrays
(voxel size 0.1 mm). For each beam position, the noise induced
by limited photon counts was included by simulating a Poisson
random process centered on y;, the mean number of detected
photons.

Based on these properties, a sensitivity phantom [Fig. 4(b)]
was simulated to assess the minimum detectable nanophosphor
distribution. Six 2-mm-diameter spheres were filled with phos-
phor concentrations of 0.1, 0.25, 0.5, 0.75, 1, and 2 pg/mL
and included in the tissue-mimicking cylinder. No background
tracer uptake was simulated. The phantom was simulated for 1,
10, and 100 cGy of total dose to tissue. A noise-free simulation
was also performed (unlimited dose).

A lesion detectability phantom [Fig. 4(c)] was designed to in-
vestigate the influence of lesion size and nonspecific uptake on
detectability. Six spheres, with diameter 0.25, 0.5, 1, 2, 4, and
8 mm, filled with phosphor concentrations of 1 ug/mL, were
embedded in the tissue-mimicking phantom, which contained a
background nanophosphor concentration of 0.1 pg/mL. Noisy
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Fig. 4. Multiple nanophosphor distributions were simulated inside a
(a) 4.5-cm-diameter cylinder made of tissue-mimicking material. (b) Sensi-
tivity phantom, comprising six 2-mm-diameter spheres, filled with phosphor
concentrations of 0.1, 0.25, 0.5, 0.75, 1, and 2 g /mL. (c) Lesion detectability
phantom, consisting of six spheres, of diameter 0.25, 0.5, 1, 2, 4, and 8
mm, filled with phosphor concentrations of 1 pg/mL, inside a background
nanophosphor concentration of 0.1 gg/mL. (d) Spatial resolution phantom,
comprising six sets of rods, of diameter 0.5, 1, 1.5, 2, 3, and 4 mm.

(1, 10, and 100 cGy of total dose to tissue) and noise-free sim-
ulations were performed.

Last, a resolution phantom [Fig. 4(d)] was studied for various
beam sampling patterns. Multiple rods, of diameter 0.5, 1, 1.5, 2,
3, and 4 mm, were embedded in the tissue-mimicking phantom,
with no nanophosphor background. The number of radial bins
was set to either 50 or 100, and the number of angular bins was
set to either 64 or 128. In order to obtain the fundamental spatial
resolution limit, these experiments assumed that the dose was
unlimited, hence Poisson noise was not included.

B. Reconstruction and Analysis

The X-ray transmission signal, measured with a simulated
single-pixel X-ray detector, was reconstructed with filtered
back-projection using a Shepp-Logan filter and 0.5 mm voxels.
The nanophosphor signal was reconstructed using the ML-EM
algorithm with 50 iterations. A single 2-D slice was recon-
structed using 0.5 mm voxels, with system matrix coefficients
computed according to (7). The reconstructed X-ray CT image
was used to calculate and correct for the beam attenuation
with depth. The optical sensitivity map was assumed to be
known. For the sensitivity and lesion detection phantoms, the
reconstructed images where smoothed with a Gaussian filter
(0.8 mm full-width half-maximum).

IV. RESULTS

The X-ray transmission measurements were reconstructed
with filtered back-projection [Fig. 5(a)]. Because a single-pixel
X-ray detector was simulated, the spatial resolution of the X-ray
CT image matches that of the optical signal. Higher spatial
resolution can be achieved with a multipixel X-ray detector.

The sensitivity phantom [Fig. 4(b)] was simulated to pro-
duce a noise-free sinogram [Fig. 5(b)]. Because this phantom
contains a very low amount of nanophosphor, the number of
photons detected per cGy was 60.5. The sinusoidal trajectories
of the six spheres are visible in the sinogram, as well as the
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Fig.5. (a) X-ray transmission scan reconstructed using filtered-backprojection.

(b) Noise-free sinogram computed from the optical signal for the sensitivity
phantom using 50 radial positions and 64 angles.

TABLE I
LINEARITY OF THE RECONSTRUCTED NANOPHOSPHOR CONCENTRATION

[ Dose [ 1c¢Gy | 10 cGy | 100 cGy [ Noise-Free |
[ RZ | 0674 | 0945 | 0988 | 0997 |

X-ray scatter background. Because the X-ray beam is attenu-
ated while traversing the sample, the sinogram is not perfectly
symmetrical, which is the reason why it is preferable to scan the
phantom over the full 360° range.

The sinogram was corrupted with Poisson noise and recon-
structed with 50 iterations of the ML-EM algorithm (Fig. 6).
The detectability of small spheres is determined by both ra-
diation dose and nanophosphor concentration. For the lowest
dose (1 cGy), the lowest detectable concentration is 1 pg/mL
[Fig. 6(d)]. With higher dose, lower nanophosphor concentra-
tion can be detected. For 10 cGy, sphere concentrations as low
as 0.25 pg/mL can be resolved [Fig. 6(c)]. For 100 cGy, all the
spheres can be resolved. As expected, increasing the radiation
dose offers a simple mechanism to resolve lower concentrations
of tracer.

Increasing the dose also improves the quantitative accuracy of
the reconstructed image. In the absence of noise, for the sensi-
tivity phantom, the reconstructed concentration is proportional
to the original concentration (Fig. 7). With increasing noise, the
reconstructed concentration deviates from this linear relation-
ship, as shown by the coefficient of determination (Table I).

The lesion detectability phantom [Fig. 4(c)] was simulated
for various radiation doses and reconstructed with 50 iterations
of ML-EM (Fig. 8). The mean number of photons produced per
cGy was 1602.2. The ability to localize and quantify small le-
sions in a background of nonspecific uptake is affected by lesion
size and radiation dose (Fig. 8). With lower radiation dose, less
photons are produced and collected, therefore quantum noise is
higher. Assuming a concentration of 1 ug/mT, 100 cGy of dose
yields suitable image quality for 2 mm spheres; however, the
image is strongly degraded when the dose is reduced to 1 cGy.

The contrast-to-noise ratio (CNR) was calculated for the
different spheres, at different dose, as the ratio of the sphere con-
trast Cs to the background noise op, which was approximated
by the spatial variability (RMS) in a background ROI (Fig. 9).
Lesions with CNR greater than 4 are usually detectable, even
though observer experience and object shape can also affect
the detectability [28]. For the noise-free simulation, all spheres
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Fig. 6. Reconstructed images for the sensitivity phantom, which comprises six
spheres of diameter 2 mm, filled with nanophosphor concentrations of 0.1, 0.25,
0.5,0.75, 1, and 2 ug / mD, embedded in the tissue-mimicking phantom, as a
function of dose: (a) Noise-free simulation (unlimited dose); (b) noisy recon-
struction assuming 100, (c) 10, and (d) 1 cGy to tissue.
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Fig. 7. Reconstructed nanophosphor concentration as a function of simulated
concentration, for various levels of noise (noise-free, 1, 10, and 100 cGy). The
dashed line represents the ideal concentration recovery.

larger than 1-mm-diameter can be visualized [Fig. 8(a)]. With
increasing noise, it becomes more challenging to detect the
smaller spheres. At 100 cGy, only the three largest spheres (2,
4, and 8 mm) are visible [Fig. 8(b)]. Additionally, the CNR
of the 1 mm sphere is 0.2, compared to 6.0 for the noise-free
simulation. At 10 cGy, only the two largest spheres (4 and 8
mm) are visible [Fig. 8(c)], and the CNR of the 2 mm sphere is
0.2. Because of the low phosphor concentration, at 1 cGy, the
largest 8 mm sphere can hardly be resolved with the current
smoothing parameters [Fig. 8(d)].
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Fig. 8. Reconstructed images for the lesion detectability phantom, which com-
prises six spheres of diameter 0.25, 0.5, 1, 2, 4, and 8 mm, filled with phos-
phor concentrations of 1 pg/mL, embedded in the tissue-mimicking phantom,
which contained a background nanophosphor concentration of 0.1 yg/mL, as
a function of dose: (a) Noise-free simulation (unlimited dose); (b) noisy recon-
struction assuming 100, (c) 10, and (d) 1 cGy to tissue.

50 T T T T
N : : - - -CNR=4
45 b 05 mm |
o : : Bl 1 mm
40k S PP P P PP PPPPPTN B2 mm |
[CJ4mm
35

J8mm |

Contrast-Noise Ratio

Noise—Free 100 cGy 10 cGy 1 cGy

Fig. 9. Contrast-to-noise ratio (CNR), calculated as a function of sphere size
and radiation dose. The dashed line represents Rose criterion [28].

The resolution phantom [Fig. 4(d)] was simulated without
noise for various sampling schemes and reconstructed with 50
iterations of ML-EM (Fig. 10). Aliasing artifacts are visible
when 50 radial bins were used [Fig. 10(a) and (b)]. These ar-
tifacts disappeared with higher radial sampling [Fig. 10(c) and
(d)]. Increasing the number of projection angles from 64 to
128 did not improve the spatial resolution substantially. Due to
greater optical attenuation (Fig. 3), the spatial resolution is de-
graded at the center of the phantom. When radiation dose is not
limited, the spatial resolution can be as good as 1 mm, a value
consistent with the 1 mm width of the X-ray beam used in our
studies.
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Fig. 10. Reconstructed images for the noise-free resolution phantom, which
comprises multiple rods, of diameter 0.5, 1, 1.5, 2, 3, and 4 mm, embedded in
the tissue-mimicking phantom, with no nanophosphor background. The projec-
tion sampling was (a) 50 X 64, (b) 50 x 128, (c) 100 X 64, and (d) 100 x 128
(angular x radial bins).

V. DISCUSSION

Based on computer simulations, we have demonstrated the
feasibility of XLCT, a combined molecular and anatomical
imaging modality. For a fixed concentration of X-ray-excitable
NIR-emitting nanoparticles, the amount of light produced is
proportional to the radiation dose to the tissue. Hence, each
optical photon generated has an associated radiation dose cost.
As a result, any system that attempts to use X-rays to image
nanophosphors in vivo must be able to reconstruct high-quality
images from few photons. By using a selective excitation
strategy, XLCT achieves this goal. In this novel scheme, each
detected photon can be positioned within the small volume of
tissue covered by the beam. Hence, each photon carries far
more information than if a broad irradiation was used.

From a practical standpoint, the performance of the XLCT
imaging scheme is limited by the X-ray dose to the tissue,
which must be kept as low as possible. For small-animal cancer
imaging, high X-ray dose can affect the quantitative accuracy
of longitudinal studies because of radiation side effects and
unwanted therapeutic effect [29]. For clinical imaging, X-ray
radiation increases the likelihood of malignancies later in life
[30]. Possible variations to the method can potentially improve
the SNR without increasing the dose. For example, Bayesian
reconstruction, which assumes a smooth and/or sparse tracer
distribution, might be able to outperform ML reconstruction.
Another modification is to use imaging photo-detectors to
provide further information on the source of the optical pho-
tons. When used in the reconstruction, this information should
improve the image SNR without an increase in dose by offering
better localization of the photon emission location. A third
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option consists in irradiating the sample adaptively, delivering
most of the dose in regions of interest.

The ability to detect and quantify very low concentrations
of molecular tracer, known as the molecular sensitivity, is cru-
cial in molecular imaging [31]. However, comparing very dif-
ferent probe systems, such as nanoparticles and small radiola-
beled molecules, is a delicate exercise because the molecular
sensitivity is determined both by the probe’s ability to accu-
mulate in the target while clearing from the background, and
the overall performance of the imaging system. In this study,
we have shown that XLCT can visualize nanoparticle concen-
trations in the target lower than 1 pg/mL, in the absence of
nonspecific background uptake, with 1 cGy of dose (Fig. 7), a
concentration that, for 50-nm-diameter nanoparticles, implies
a molecular sensitivity of 0.4 pM—in the same range as other
sensitive molecular imaging modality such as positron emission
tomography (PET) [31].

However, a more accurate comparison of sensitivity should
account for the phamacokinetics of the probe—currently under
investigation for phosphor nanoparticles—and the specifics of
the application. For instance, in the case of receptor imaging,
probe accumulation in the target might be limited by the number
of available receptors; therefore, large and re-excitable nanopar-
ticles might provide more signal per receptor than single-decay
PET probes. However, for some other applications, the mass
and size of the nanoparticle can be a disadvantage, especially
if cell internalization is needed. Establishing how the sensitivity
of XLCT compares to other molecular imaging modalities will
require application-specific investigations in small-animal dis-
ease models.

When a background of nonspecific uptake is added, high
molecular sensitivity can still be achieved provided that the
radiation dose is increased. Assuming a 10:1 target-to-back-
ground concentration ratio, a 2-mm-diameter lesion, containing
1 pg/mL of nanophosphor, can be clearly resolved with 100
cGy of radiation dose (Fig. 8). The same sphere requires less
than 1 cGy to be detected when the nonspecific background is
absent (Fig. 6).

The fundamental limit of spatial resolution is determined
by the beam aperture and sampling (Fig. 10). Yet, in practice,
this fundamental limit can only be achieved if the SNR is high
enough. Assuming a maximum dose to the tissue of 1 cGy and
an average phosphor concentration of 1 pg/mL, (2) indicates
that 500 photons are produced inside a 1 mm cubic voxel.
If 99% of these photons are attenuated (Fig. 3), then only
five photons are recorded for every voxel in the reconstructed
image, resulting in a noise level of 45%. In order to keep the
noise down, the size of the voxels must be increased. Hence,
to achieve a noise level of 10%, the voxel volume must be
increased 20-fold, which yields a spatial resolution of 2.7 mm.

In XLCT, scattered X-rays can produce light outside the
primary beam and adversely affect image quality. X-rays that
interact twice (or more) in the sample produce “background”
signal. However, even though more than 95% of all the interac-
tions of the 100 keV beam with water are caused by Compton
scatter [22], due to the 28 keV Compton edge, the scattered
X-rays still have sufficient energy to escape the sample with
high probability, without further interacting. This result was
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verified by Monte-Carlo simulations: for a 5-cm-diameter water
cylinder irradiated with a 1-mm-diameter, 100 keV beam, only
26% of the total ionization occurred outside the beam. Because
of the relative volume of the beam and the phantom, the scat-
tered X-rays produce a diffuse background ionization that is
less than 1% of the average ionization in the beam. Therefore,
for small objects, the impact of X-ray scatter on image quality
is limited. Because hardware devices (such as anti-scatter grids)
are not available in XLCT, X-ray scatter can only be corrected
by software approaches, which can be included as part of the
reconstruction process.

Knowing the optical properties of the sample is required for
quantitative XLCT imaging, and a challenge in most optical
imaging modalities, including fluorescence molecular tomog-
raphy [16] and bioluminescence tomography [32]. In XLCT, the
anatomical information obtained from X-ray transmission CT
measurements can be used to help estimate the optical coeffi-
cients, for example, by using an atlas to map reference optical
values to organs segmented and identified on the CT scan [32],
or by using the CT scan as a prior for reconstructing a diffuse
optical tomography scan [33], [34]. The optical sensitivity map
can then be obtained from the optical coefficients by using the
radiative transfer equation, the diffusion theory, or Monte-Carlo
simulation. In practice, however, anatomical structures are com-
plex and the accurate estimation of the optical parameters still
an open research problem.

Imaging time can be a concern in the current design because
the beams are acquired sequentially. As a result, high dose rates
are preferable to reduce the exposure time for each beam. To
further reduce the acquisition time, parallel imaging can be per-
formed using multiple photo-detectors and multiple simulta-
neous excitation beams [35].

Like XLCT, XFCT uses a selective excitation mechanism
[13]-[15]. In XFCT, a monochromatic X-ray beam stimulates
the emission of fluorescent X-rays from elements of interest
in the sample. The energy of these fluorescent X-rays is a
characteristic signature of the element which emit them; there-
fore, using an X-ray spectrometer, it is possible to reconstruct
the spatial distribution of the various elements present in the
sample. In addition, XFCT can image exogenous contrast
agents with high K-edge energy, such as gold nanoparticles
[36]. However, the physics of the two imaging modalities
differ greatly because XFCT and XLCT rely on different signal
generation mechanisms, respectively, characteristic X-ray
production and scintillation.

In XLCT, nanophosphors emit optical photons in response
to being excited by a high-energy electron ejected during a
Compton or photoelectric interaction. This optical signal can be
efficiently collected using optical fibers, mirrors, and sensitive
cameras. In addition, with the exception of the dark current,
which can be measured and compensated, no background
signal competes with X-ray luminescence. In comparison, in
XFCT, only one fluorescent X-ray is emitted per photoelectric
interaction and Compton interactions do not produce any signal.
Furthermore, the fluorescent X-ray signal can be corrupted by
a high level of background events, such as down-scatter of the
primary excitation, or contamination from the X-ray fluores-
cence emission of other elements present in the sample or in
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the room [36]. In practice, for high efficiency, XFCT requires
complex instrumentation to produce precise monochromatic
irradiation just above the K-edge of the element of interest, and
radiation detectors with good energy resolution. These physical
differences suggest that XLCT might have higher sensitivity
that XFCT for detecting nanoparticles; however, gold nanopar-
ticles can usually be injected in very large quantities [36] while
the toxicity of phosphors is still under investigation.

VI. CONCLUSION

Based on computer simulations, we have demonstrated the
feasibility of XLCT, a new tomographic imaging modality that
provides simultaneous molecular and anatomical information.
Through selective excitation with a narrow X-ray beam, XLCT
can localize molecular probes with high spatial resolution, even
when optical scatter in tissue is important. The spatial resolu-
tion, determined by the beam shape and sampling, can be made
arbitrarily high. Furthermore, without a background of nonspe-
cific tracer uptake, subpicomolar molecular sensitivity can be
achieved for 2-mm-diameter lesions with less than 1 cGy of
X-ray dose. In the presence of nonspecific tracer uptake, simi-
larly high sensitivity can be still achieved by increasing the dose.
The results of this feasibility study will be used to design and im-
plement a prototype XLCT system for imaging small animals.
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