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Motivation

Hallman and Gu [1] showed that the LSMB iterates
(A ∈ Rm×n, b ∈ Rm, x ∈ Rn, m ≥ n, Kk = Krylov(ATA,ATb, k),
ω ≥ 0)

xω = argmin
x∈Kk

‖(ATA+ ωI )−1/2AT (Ax − b)‖2

are s.t. (0 ≤ λ ≤ 1)

xω = λx0 + (1− λ)x∞ ⇒ {xω − x0} ⊆ 1-dimensional subspace

Proof is complex and does not explain why.



Problem statement

We generalize

xb,ω = argmin
x∈S

‖(A+ ωI )−1/2(Ax − b)‖

for an arbitrary subspace S.

If S = Krylov(A, b, k)

I x0 is CG solution;
I x∞ is MINRES solution.

We ask

{xω − x0|ω ≥ 0} ⊆ Low dimensional subspace ?



Index of invariance

We define
IndA(S) = dim(S + AS)− dim(S)

I If S is invariant, IndA(S) = 0
I If S is Krylov (but not invariant), then IndA(S) = 1

Let V span S,
[
V V ′

]
span S + AS and V ′′ the complement, we

have the decomposition V ∗

V ′∗

V ′′∗

A
[
V V ′ V ′′

]
=

 T B∗ 0
B C D∗

0 D E





Main result

Let A be hermitian and invertible, ω > ωmin = −λmin(A), S a
subspace,

xb,ω = argmin
x∈S

‖(A+ ωI )−1/2(Ax − b)‖

Then [2]

{xb,ω − xb,0 | ω > ωmin} ⊆ span(V (T ∗T + B∗B)−1B∗) = U

where
dim(U) ≤ IndA(S)

I U does not change with b;
I If S invariant: U = {0};
I If S Krylov: U = 1-dimensional.



Weak converse holds

For any d ∈ span(V (T ∗T + B∗B)−1B∗), there exist b and ω such
that

d = xb,ω − xb,0



Strong converse does not hold

There exist a matrix A such that for all b

{xb,ω − xb,0 | ω > −λmin(A)} ⊆ U ′

where
dim(U ′) < IndA(S)
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