0.1 Welcome

- http://cs161.stanford.edu
- My contact info: Jessica Su, jtysu at stanford dot edu, office hours Monday 3-5 pm in Huang basement
- TA office hours: Monday, Tuesday, Wednesday 7-9 pm in Huang basement
- There are 6 homework assignments and 60% of the grade is homework. We will drop the lowest grade. 40% of the grade is the final exam. Homeworks will be released on Thursdays and due on Thursdays at the beginning of class. Submit homeworks on Gradescope, with code 92EX2M.
- A lot of people come to algorithms classes because they want to pass job interviews, so we will have weekly programming interview workshops, held by David. They will be held on Mondays (6/27, 7/11, 7/18, 7/25, 8/1) from 6-7:30 pm in Gates 104. (Note: the times and place are not final yet because we are in the process of trying to get these sessions recorded, and the recording staff are not always available. We will keep you posted.)
- Peng Hui will also have a seminar on how to write proofs, this Friday 6/24 from 2-3 pm in Gates 104.
- We want to make sure this class is a great experience for you, so there is an anonymous feedback form at http://goo.gl/forms/sELTnxuAT3tk185gB3. There will also be feedback questions at the end of each problem set and you will get 2 extra credit points for answering them.

0.2 Insertion sort

We will start with insertion sort.

Why is insertion sort important? You may have heard it runs slower than other algorithms, such as merge sort. First of all, this is not true in all cases, and I’ll get to that later. But the main reason I want to start with insertion sort is because I want to show you how algorithms should be analyzed, and it’s easier to do that with simpler algorithms.

I do not want you to leave this lecture hall today without knowing

- How to prove that algorithms are correct. This is a broad topic, but today I want to discuss loop invariants.
- How to analyze the runtime of algorithms. You may have heard about big-O notation, but today I’m going to explain exactly what that means, formally. (It’s more subtle than most people think.)

(Unless otherwise stated, you should provide a correctness and runtime proof for every algorithm we ask you to design on your homework.)
Insertion sort is an algorithm for sorting arrays. The following figure (from page 18 of CLRS) shows how insertion sort works. The whole time, you have a “sorted” part of the array (on the left) and an “unsorted” part of the array (on the right). In the beginning, the entire array is unsorted, and the sorted part of the array is just the first element in the array. On each iteration of the outer loop, you extend the sorted part by one element, and move that element to the correct position in the sorted part of the array. Eventually all of the numbers end up in the sorted part and the array is sorted.

![Insertion Sort Example](image)

**Figure 2.2** The operation of **INSERTION-SORT** on the array $A = \{5, 2, 4, 6, 1, 3\}$. Array indices appear above the rectangles, and values stored in the array positions appear within the rectangles. (a)–(e) The iterations of the for loop of lines 1–8. In each iteration, the black rectangle holds the key taken from $A[j]$, which is compared with the values in shaded rectangles to its left in the test of line 5. Shaded arrows show array values moved one position to the right in line 6, and black arrows indicate where the key moves to in line 8. (f) The final sorted array.

### 0.3 Assumptions

In order to meaningfully analyze algorithms, we first need to formalize exactly how they work. When doing this we abstract away implementation details that are specific to a particular computer architecture, or a particular programming language. Instead, we make mathematical assumptions about the behavior of computers and base all our analyses on these assumptions. As a result, analyzing algorithms becomes more about proving theorems than actual programming.

For example, we assume that it takes constant time to access any element in an array. This is not necessarily true in practice, since computers have caches, and the time required to access an element on a real computer depends on which previous elements have been accessed. However, the constant time assumption is mathematically convenient for our purposes.

In this class, we will use the “RAM model” of computation unless otherwise specified. This model assumes that the following instructions take constant time: (this list of instructions is from page 23 of CLRS)

- Arithmetic: add, subtract, multiply, divide, remainder, floor, ceiling
- Data movement: load, store, copy
• Flow control: conditional and unconditional branch, subroutine call, return

0.4 Formal description of insertion sort

• Input: A sequence of \( n \) numbers \((a_1, a_2, \ldots, a_n)\).
• Output: A permutation of those numbers \((a'_1, \ldots, a'_n)\) where \(a'_1 \leq a'_2 \leq \ldots \leq a'_n\).

\texttt{INSERTION-SORT}(A)

\begin{verbatim}
1   for j = 2 to A.length
2       key = A[j]
3       // Insert A[j] into the sorted sequence A[1..j-1].
4       i = j - 1
5       while i > 0 and A[i] > key
6           A[i + 1] = A[i]
7           i = i - 1
8       A[i + 1] = key
\end{verbatim}

0.5 Proof of correctness

In analyzing algorithms, it is important that they do what we say they do (i.e. given an input that meets the specifications, the algorithm produces the specified output). It’s so important that often we find ourselves writing proofs that the algorithms are correct. Many of the standard proof techniques apply here, such as proof by contradiction and proof by induction.

To prove insertion sort is correct, we will use “loop invariants.” The loop invariant we’ll use is

\textbf{Lemma:} At the start of each iteration of the for loop, the subarray \( A[1..j-1] \) consists of the elements originally in \( A[1..j-1] \), but in sorted order.

To use this, we need to prove three conditions:

\textbf{Initialization:} The loop invariant is satisfied at the beginning of the for loop.

\textbf{Maintenance:} If the loop invariant is true before the \( i \)th iteration, then the loop invariant will be true before the \( i + 1 \)st iteration.

\textbf{Termination:} When the loop terminates, the invariant gives us a useful property that helps show that the algorithm is correct.

Note that this is basically mathematical induction (the initialization is the base case, and the maintenance is the inductive step).

In the case of insertion sort, we have
**Initialization:** Before the first iteration (which is when $j = 2$), the subarray $[1..j-1]$ is just the first element of the array, $A[1]$. This subarray is sorted, and consists of the elements that were originally in $A[1..1]$.

**Maintenance:** Suppose $A[1..j-1]$ is sorted. Informally, the body of the for loop works by moving $A[j-1], A[j-2], A[j-3]$ and so on by one position to the right until it finds the proper position for $A[j]$ (lines 4-7), at which point it inserts the value of $A[j]$ (line 8). The subarray $A[1..j]$ then consists of the elements originally in $A[1..j]$, but in sorted order. Incrementing $j$ for the next iteration of the for loop then preserves the loop invariant.

**Termination:** The condition causing the for loop to terminate is that $j > n$. Because each loop iteration increases $j$ by 1, we must have $j = n + 1$ at that time. By the initialization and maintenance steps, we have shown that the subarray $A[1..n+1-1] = A[1..n]$ consists of the elements originally in $A[1..n]$, but in sorted order.

### 0.6 Runtime analysis

#### 0.6.1 Running time

The running time of an algorithm on a particular input is the number of primitive operations or “steps” executed. We assume that a constant amount of time is required to execute each line of our pseudocode. One line may take a different amount of time than another line, but we shall assume that each execution of the $i$th line takes time $c_i$, where $c_i$ is a constant.

Let $t_j$ represent the number of times the while loop test is executed on the $j$th iteration of the for loop. Then the total runtime is (see figure)

$$T(n) = c_1n + c_2(n - 1) + c_4(n - 1) + c_5 \sum_{j=2}^{n} t_j + c_6 \sum_{j=2}^{n} (t_j - 1) + c_7 \sum_{j=2}^{n} (t_j - 1) + c_8 (n - 1)$$

---

**INSERTION-SORT($A$)**

```
1   for j = 2 to $A$.length
2      key = $A[j]$
3      // Insert $A[j]$ into the sorted
4      i = j - 1
5      while i > 0 and $A[i] > key$
6         $A[i + 1] = A[i]$
7         i = i - 1
8      $A[i + 1] = key$
```

<table>
<thead>
<tr>
<th>$c_i$</th>
<th>$n$</th>
<th>$n-1$</th>
<th>$n-1$</th>
<th>$\sum_{j=2}^{n} t_j$</th>
<th>$\sum_{j=2}^{n} (t_j - 1)$</th>
<th>$\sum_{j=2}^{n} (t_j - 1)$</th>
<th>$n - 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c_2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c_4$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c_5$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c_6$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c_7$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c_8$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
0.6.2 Best, worst, and average case analysis

So if I asked you how long an algorithm takes to run, you’d probably say, “it depends on the input you give it.” In this class we mostly consider the “worst-case running time”, which is the longest running time for any input of size $n$. (There is also “best-case” and “average-case”.)

For insertion sort, what are the worst and best case inputs? The best case input is a sorted array, because you never have to move elements, and the worst case input is a backwards sorted array, like $[5, 4, 3, 2, 1]$. In the best case, $t_j = 1$ for all $j$, and the running time $T(n)$ is a linear function of $n$. In the worst case, we must compare each element $A[j]$ with each element in the entire sorted subarray $A[1..j - 1]$, so $t_j = j$ for all $j$. Substituting in $\sum_{j=2}^{n} j = \frac{n(n+1)}{2} - 1$ and $\sum_{j=2}^{n} (j - 1) = \frac{n(n-1)}{2}$, we get that $T(n)$ is quadratic in $n$.

Average-case analysis presupposes a probability distribution on inputs, but if we assume all permutations of a given input array are equally likely, then the average case has quadratic runtime. (We won’t prove this here.)

0.7 Asymptotic analysis and big-O notation

![Figure 3.1](image_url)

**Figure 3.1** Graphic examples of the $\Theta$, $O$, and $\Omega$ notations. In each part, the value of $n_0$ shown is the minimum possible value; any greater value would also work. (a) $\Theta$-notation bounds a function to within constant factors. We write $f(n) = \Theta(g(n))$ if there exist positive constants $c_0$, $c_1$, and $c_2$ such that at and to the right of $n_0$, the value of $f(n)$ always lies between $c_1 g(n)$ and $c_2 g(n)$ inclusive. (b) $O$-notation gives an upper bound for a function to within a constant factor. We write $f(n) = O(g(n))$ if there are positive constants $n_0$ and $c$ such that at and to the right of $n_0$, the value of $f(n)$ always lies on or below $c g(n)$. (c) $\Omega$-notation gives a lower bound for a function to within a constant factor. We write $f(n) = \Omega(g(n))$ if there are positive constants $n_0$ and $c$ such that at and to the right of $n_0$, the value of $f(n)$ always lies on or above $c g(n)$.

You may have heard runtime described in terms of big-O notation, where linear algorithms
run in time $O(n)$, quadratic algorithms run in time $O(n^2)$, etc. Formally, big-O notation is a property of functions, and not necessarily algorithms. However, since runtimes of algorithms are expressed as functions of the size of the input, it is common to say an algorithm “is $O(n^2)$” when its runtime is in the set of functions known as $O(n^2)$.

**Definition:** For a given function $g(n)$, $O(g(n))$ is the set of functions $f(n)$ where there exist $c, n_0 > 0$ such that $0 \leq f(n) \leq cg(n)$ for all $n \geq n_0$.

Colloquially, we say a function $f(n)$ “is $O(g(n))$” if $f(n) \in O(g(n))$. Also, an algorithm runs in $O(g(n))$ if its runtime is in $O(g(n))$.

One thing you may notice from this definition is that big-O time complexity is not nearly as important as people say it is. Some people spend a lot of effort trying to find algorithms that are $O(n^2)$ instead of $O(n^3)$, because they say those algorithms are faster. However, the algorithm with better asymptotic complexity might actually be slower in most practical circumstances.

This is for two reasons.

The first reason is $c$. Maybe your $O(n^2)$ algorithm runs in $\leq 1000000n^2$ for all $n \geq 1$, whereas your $O(n^3)$ algorithm runs in $\leq 2n^3$ for $n \geq 1$. Then the $O(n^2)$ algorithm would only start beating the $O(n^3)$ algorithm at large values of $n$.

The second reason is $n_0$. The big-O guarantee says nothing about the behavior of the function when $n < n_0$. Your algorithm could potentially take an extremely long time on small inputs and a relatively small time on large inputs, and the time complexity would be relatively small.

For instance, right now I’m running some code to get the followers of users on Twitter. If the user has up to 100,000 followers, I call the Twitter API to grab the list of followers, and the amount of time it takes scales linearly with the number of followers. However, if the user has more than 100,000 followers, I give up and just return an empty list. This algorithm technically runs in $O(1)$ time (as a function of the number of followers of the user), because big-O notation only describes the behavior of an algorithm on large inputs.

**Example:** Any algorithm that runs in time $T(n) = n^2 + 2n + 5$ runs in $O(n^2)$. This is because $2n + 5 \leq n^2$ for all $n \geq 4$, so when $n \geq 4$, we can wrote $n^2 + 2n + 5 \leq 2n^2$, which means the equations are satisfied for $c = 2$ and $n_0 = 4$.

**Example:** Any algorithm that runs in time $T(n) = n^2$ runs in $O(n^2 + 2n + 5)$. This is because $n^2 < n^2 + 2n + 5$ for any nonnegative $n$, so $c = 1$ and $n_0 = 1$ satisfy the constraints of the definition.

**Example:** The function $f(n) = \log n$ is $O(n)$. To show this we can show that for $n > 2$, $\log n < n$. First of all, we have $\log 2 = 1 < 2$, so $n – \log n > 0$ for $n = 2$. Second of all, we can take derivatives to find that $n – \log n$ increases for $n \geq 2$ (because the derivative of it with respect to $n$ is $1 – \frac{1}{n}$, which is always greater than 0 for $n \geq 2$). So $n > \log n$ when $n \geq 2$.

(Note that technically you can’t take the derivative of $f$ if $f$ is only defined over the integers,
and not over the real numbers. But we can prove the same result by differentiating the extension of \( f \) to the real numbers.)

**Example:** Any function that is \( O(n) \) is also \( O(n^2) \). Let \( f \in O(n) \). Then there exists \( c, n_0 > 0 \) such that \( f(n) \leq cn \) for \( n \geq n_0 \). But for \( n \geq 1 \), we have \( cn \leq cn^2 \). So \( f(n) \leq cn^2 \) for \( n \geq \max(n_0, 1) \).

**Definition:** For a given function \( g(n) \), \( \Omega(g(n)) \) is the set of functions \( f(n) \) where there exist \( c, n_0 > 0 \) such that \( 0 \leq cg(n) \leq f(n) \) for all \( n \geq n_0 \).

**Example:** No function that is \( O(n) \) can be \( \Omega(n^2) \). Suppose \( f \in O(n) \). Then there exists \( c, n_0 > 0 \) such that \( f(n) \leq cn \) for all \( n \geq n_0 \). However, in order for \( f \) to be \( \Omega(n^2) \), we would need to find \( c', n'_0 \) such that \( f(n) \geq c'n^2 \) for all \( n \geq n'_0 \). This can’t work, because for any given value of \( c' \) and \( n'_0 \), you can find an \( N > n_0, n'_0 \) where \( cn < c'n^2 \), so \( f(n) \) cannot be simultaneously \( \leq cN \) and \( \geq cN^2 \).

Note that a function can be both \( O(g(n)) \) and \( \Omega(g(n)) \). In this case, you may want to use different values of \( c \) and \( n_0 \) when you are proving the \( O \) case and the \( \Omega \) case. If a function is both \( O(g(n)) \) and \( \Omega(g(n)) \), we say it is \( \Theta(g(n)) \).

(We can alternatively define \( \Theta(g(n)) \) as the set of functions \( f(n) \) where there exists \( c_1, c_2, n_0 > 0 \) such that \( 0 \leq c_1g(n) \leq f(n) \leq c_2g(n) \) for all \( n \geq n_0 \).)

Note that if \( f(n) \in O(g(n)) \), then \( g(n) \in \Omega(f(n)) \). So in our example, \( f(n) = n^2 + 2n + 5 \) is actually both \( O(n^2) \) and \( \Omega(n^2) \), making it \( \Theta(n^2) \).

### 0.8 Extra things to cover (if time)

- Merge sort