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Abstract

This paper presents a design of a novel feedforward controller for a large-angle reorientation maneuver of a spacecraft
with 
exible appendages, such as a telecommunication satellite. The controller combines collocated feedback and
feedforward control. It uses an eÆcient and conceptually simple numerical method for the computation for an
optimal feedforward input shape for a nonlinear 
exible system. The method is based on a minimization of
a single regularized performance index instead of solution of a terminal control problem. The paper describes
a proposed 
exible spacecraft testbed developed at the Canadian Space Agency, and studies application of the
designed control scheme to this testbed. The designed controller is shown to provide excellent performance in
compensation of residual 
exible vibrations for the nonlinear system in question.
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1 Introduction

Many second-generation and proposed third-generation spacecraft have or are likely to have very 
exible ap-
pendages, such as solar arrays and antennae. It is generally necessary to control reorientation of such spacecraft so
that little 
exible vibration of appendages is excited. Because of the substantial 
exibility, the period of the main
oscillation mode(s) can be comparable to reorientation maneuver duration. Thus, nonlinear rotational dynamics
of the spacecraft can interact with the 
exible dynamics, making vibration control a diÆcult nonlinear problem.

A practical means of controlling a nonlinear 
exible system is to use a combination of feedback and feedforward
control. Measurement of 
exible appendage deformation is not collocated with attitude actuation (thruster jets
or 
ywheels), and because of this, the achievable performance of the feedback is limited. Proper design of a
feedforward control can do much to alleviate this problem.

This paper describes a testbed for large-angle attitude maneuver control of a 
exible spacecraft. It develops
and applies a novel feedforward control technique, which is related to a number of approaches collectively known as
\input shaping control." The nonlinear controller designed in this paper is based on o�-line iterative optimization
of a feedforward control shape. The proposed feedforward control design method is very simple conceptually and
requires to have only a forward simulation model of the system.

The goal of this input shaping control is to avoid excitation of residual vibrations at the end of the maneuver.
We consider some prior work in this area.

A number of approaches developed for linear 
exible systems shape a feedforward input so that it does not
contain spectral components at system eigenfrequencies. Early papers on input shaping consider feedforward
de�ned by a �nite expansion, e.g., trigonometric [1, 2, 3, 4, 5, 6]. A version of the same approach using a pulse
sequence expansion was proposed by Singer and Seering [7]. They, and a number of other researchers (e.g., see
[8, 9, 10]) made use of the fact that a spectrum of a convolution of two signals is the product of two signal spectra,
which produces a zero excitation at frequencies where one or the other of the spectra is zero. A convolution
of a command signal with a pulse sequence is a weighted sum of time-delayed copies of the signal and can be
conveniently implemented once the pulse sequence is known. The computation of the proper pulse sequence can
be considered as the design of a notch �lter to remove the resonance excitation from the command signal.

The approach developed by Bayo and coworkers [11, 12] uses a frequency-based inverse dynamics technique for
computation of a noncausal feedforward transfer function for tracking a desired acceleration pro�le with a 
exible
system end-point. An experimental application of this approach to 
exible link control is considered in [12]. The
technique is very demanding computationally.

The general problem with the frequency-based input shaping methods discussed above is that they are for linear
systems. Modi�cations of such methods for nonlinear 
exible systems are usually based on small nonlinearity and
robustness assumptions and can yield signi�cant levels of residual vibration when these assumptions do not hold
[12, 13, 14]. Input shaping techniques based on time-domain representations and optimization of control inputs are
usually easier to generalize for nonlinear 
exible system control than are the frequency-domain approaches. Such
time-domain approaches are mostly based on one of the two following ideas. The �rst is to use some kind of inverse
dynamics computation given the planned end-point trajectory. The second is to apply some type of optimization
technique to �nd an entire feedforward function which allows satisfaction of the terminal conditions.

A practical approach to the control of 
exible systems which was developed and successfully applied in ex-
periments in [15, 16, 17] is to combine a feedback with a feedforward of rigid-body dynamics and a quasistatic

exible de
ection. With this approach, the feedforward compensation of 
exible dynamics is not exact, and is only
successful if the feedback performance is good. Another practical example of combining feedback and feedforward
in control of 
exible structure can be found in [18].

Some time-domain approaches compute the feedforward control within a given interval as an expansion of
some shape functions. The expansion weights are computed to minimize a quadratic performance index which
can represent trajectory tracking quality [19, 20, 21], or a weighted sum of trajectory tracking and terminal error
penalties [22]. The performance index also might include a quadratic penalty for control resources that corresponds
to fuel-optimal control of a 
exible spacecraft [23] or a combination of time, fuel, and robustness constraints [24].
These approaches give excellent practical results, but if directly applied to a terminal control problem might require
involved iterative algorithms to solve a boundary-value optimization problem.
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In this paper, we demonstrate a feedforward shaping controller based on an eÆcient numerical optimization
procedure. Instead of solving the boundary-value problem, a single quadratic performance index is minimized.
The index includes a terminal penalty and results in a very small terminal error as demonstrated in the simulation
example. By combining the feedforward with collocated feedback controller, we demonstrate eÆcient control of
large-angle slewing maneuvers for a 
exible spacecraft testbed. This paper considers reorientation maneuvers for
a spacecraft with two symmetrical 
exible appendages.

2 Testbed for spatial slewing control of 
exible spacecraft

This section presents a dynamical model and simulation results for a laboratory testbed of a 
exible slewing system.
This testbed is currently under development in the Directorate of Space Mechanics of the Canadian Space Agency.
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Figure 1: Proposed CSA 
exible spacecraft setup for control of large-angle slewing

A number of setups exist which allow for spatial rotation of 
exible systems. Examples are DAISY in University
of Toronto Institute of Aerospace Studies (UTIAS) in Canada and ASTREX facility in Phillips Laboratory at
Edwards Air Base in USA. These setups are very expensive devices that are diÆcult to maintain and operate.
They use air bearings for the support of the central body. Unlike these, the CSA 
exible satellite testbed is a
relatively simple setup using inexpensive DC motor technology and a straightforward mechanical design. At the
same time, it exhibits features typical of nonlinear 
exible dynamics of spatial slewing maneuvers and is thus
appropriate for the development of suitable control technology.

The setup is schematically shown in Figure 1. The main part of the setup is a rigid hub with two 
exible
appendages. The system represents a con�guration with some similarities to a typical telecommunication satellite
with appendages modeling solar arrays.
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Figure 2: Coordinate frames for the CSA 
exible spacecraft setup

The hub is suspended to allow for rotation with respect to the horizontal axis perpendicular to the beam axis.
This rotation (pitch angle  ) is controlled by an electric motor. The entire setup including the pitch motor is
mounted on a �xed base. A second motor rotates the base with respect to the vertical axis passing through the
base center (yaw angle �). A third motor could be added to the setup, providing for roll motion of the hub with
beams, thus making possible an arbitrary controlled spatial rotation of the system.

2.1 Dynamics of the system

The coordinate frames attached to the CSA 
exible spacecraft setup are shown in Figure 2. The inertial coordinate
frame Oxyz has a vertical axis Oz passing through the base and hub centers. The coordinate frame Ox0y0z0 is
attached to the base and is obtained from Oxyz by rotation on the angle � around the axis Oz. The frame Ox00y00z00

is attached to the hub and is obtained from Ox0y0z by rotation on the angle  around the axis Oy0. The axis Ox00

of the last coordinate frame is parallel to the appendages in the undeformed state.
Let us denote by J the moment of inertia of the rotating base together with the rotor of the base drive and all

bodies �xed to the base. The moment of inertia J includes pitch drive and excludes the hub with the appendages.
Let us denote by I2 the joint moment of inertia of the hub with respect to the axis Oy00 and the rotor of the pitch
motor. It is assumed that the center of mass of the hub is on the intersection of the base and pitch rotation axes
and that moments of inertia of the hub with respect to the axes Ox00 and Oz00 are equal to I1.

Our model of 
exible dynamics of the appendages is based on the following assumptions:

� The appendages are identical and attached (clamped) symmetrically with respect to the hub center. They
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can be considered as uniform beams and their bending deformations in the plane Ox00z00 can be described
using the Euler-Bernoulli model.

� Sti�ness of the appendages in the vertical plane is very high and their deformation in this plane can be
neglected.

� Frequencies of torsional modes of the beam vibration are much higher than that of the �rst few bending
modes, so that torsional vibrations can be neglected.

� Only the �rst few bending modes of vibration need to be taken into account to get a practically satisfactory
description of the system 
exible dynamics.

The appendages have linear density (mass per unit length) �, length L each, and are attached at a distance a from
the hub center. Bending sti�ness of the appendages in the plane Ox00y00 is EI . We denote by y(t; �) the 
exible
de
ection for each of the two appendages along the axis Oy00, where t is time and � is a coordinate along the axis
Ox00.

The kinetic energy of the system is composed of kinetic energies of the base, the hub, and the two appendages.
This kinetic energy can be written in the form

T =
1

2
(J + I1) _�

2 +
1

2
(I2 + Ja) _ 

2 +
1

2
�

Z
�a

�(L+a)

(� cos _� + _y)2d� +
1

2
�

Z L+a

a

(� cos _� + _y)2d�; (1)

where the dot denotes di�erentiation with respect to time. In (1), Ja is the moment of inertia of two appendages
considered as rigid bodies, Ja = 2�[(L+ a)3 � a3]=3.

As the system is symmetrical with respect to the pitch axis, the potential energy does not include a gravity
term and is just the usual potential energy of beam bending deformation of the form

� =
1

2
EI

Z
�a

�(L+a)

�
@2y(t; �)

@�2

�2

d� +
1

2
EI

Z L+a

a

�
@2y(t; �)

@�2

�2

d�; (2)

To derive the dynamical model of the described system, we will use the Galerkin (assumed modes) formulation of
the 
exible appendage dynamics. In is well known, e.g., see [25], that such formulation can adequately approximate
distributed-parameter dynamics both in feedforward and feedback control problems. We take 
exible de
ection of
the appendages along the axis Oy00 to be of the form

y(t; �) =

( PNm
j=1 qj(t)�j(� � a) for � 2 [a; L+ a]PNm
j=1�qj(t)�j(�� � a) for � 2 [�L� a; �a]

; (3)

where qj are modal coordinates, Nm is the number of the assumed modes considered, and �j(�) are shape functions
of the appendage deformation. Following usual practice, we take �j(�) to be modal functions of a clamped (free)
beam.

By substituting (3) into (1) and computing the integrals, we can present the kinetic energy in the form

T =
1

2
(J + I1 + Ja cos

2  ) _�2 +
1

2
(I2 + Ja) _ 

2 + cos _�mT
�q _q +

1

2
_qTMqq _q; (4)

where the modal cross-inertia vector m�q 2 <
Nm and the modal inertia matrixMqq 2 <

Nm;Nm are de�ned through
the shape functions (3) as follows:

(m�q)j = 2�

Z a+L

a

��j(� � a)d� (5)

(Mqq)jk = 2�

Z a+L

a

�j(� � a)�k(� � a)d� (6)
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Note that for �j(�) being the modal functions of the uniform clamped-free beam, the matrix Mqq is diagonal,
since these functions are orthogonal to each other in the space L2(0; L), e.g., see [25].

By substituting (3) into (2), we obtain the potential energy in the form

� =
1

2
qTKqqq; (7)

where Kqq 2 <
Nm;Nm is the modal sti�ness matrix. The entries of the matrix Kqq are de�ned as follows:

(Kqq)jk = 2EI

Z a+L

a

�00j (� � a)�00k(� � a)d�; (8)

where prime denotes di�erentiation with respect to the spatial coordinate �. Note that for the modal functions of
the uniform clamped-free beam, their second derivatives are orthogonal to each other in the space L2(0; L), e.g.,
see [25]. Hence, for the beam modal functions taken as shape functions, the matrix Kqq is diagonal.

Using expressions for the kinetic energy (4) and potential energy (7), we obtain system equations of motion as
Lagrange equations of the second kind. These equations are of the form

(J1 + Ja cos
2  )�� + cos mT

�q�q � 2 cos sin Ja _� _ � sin _ mT
�q _q = ��; (9)

J2 � + cos sin Ja _�
2 + sin _�mT

�q _q = � ; (10)

cos m�q
�� +Mqq �q � sin _� _ m�q +Kqqq = 0; (11)

where �� is the base drive torque, � is the pitch drive torque, J1 = J + I1 and J2 = I2 + Ja.
Parameters of the simulation model are chosen to represent that of some representative telecommunication

satellites. In the design of a laboratory testbed, the parameters will be scaled down so that their interrelation
provides for motion and control patterns similar to that of the simulations. The parameters used in the simulation
study are presented in Table 1.

We found that by taking the shape functions �j(�) to be modal functions of a uniform free-clamped beam, it
is suÆcient to consider only one mode in the simulation. For the numerical integration of the system equations of
motion, the integrals (5), (6), and (8) have been computed numerically.

The drive torques �� and � in (9), (10) are set by the control system as a sum of the PD feedback and
feedforward terms. We assume herein that the back e.m.f. torque in the drives is negligible compared to the
derivative feedback term, and the drive torques are as follows

�� = u� � k�(� � �d)� b�( _� � _�d); (12)

� = u � k ( �  d)� b ( _ � _ d); (13)

where k�, b�, k , and b are feedback gains; �d(t) and  d(t) de�ne reference motions for the drive servo-systems;
u� and u are feedforward inputs to the drives.

Note that the PD controller (12){(13) implements a collocated feedback of the actuator positions and velocities
and does not use any information on the system 
exible dynamics.

To choose feedback gains of the PD controller (12){ (13), the nonlinear system (9){(13) was linearized in the
vicinity of the steady setpoint �0,  0. Denoting the coordinate variation vector by x = [(� � �0) ( �  0) qT ]T

and the feedforward control by u = [u� u ]
T , we obtain the linearized closed-loop system (9){(13) in the form

M( 0)�x+B _x+Kx = Du; (14)

where the linearized inertia matrix M =M( 0) depends on the pitch angle setpoint  0.
Expressions for the matrices M , B, K, and D in (14) can be derived from (9){(11) and are as follows

M =

2
4 J1 + Ja cos

2  0 0 mT
�q cos 0

0 J2 0
m�q cos 0 0 Mqq

3
5 ; K =

2
4 k� 0 0

0 k 0
0 0 Kqq

3
5 ;

B = diag(b�; b ; 0); D = [1 1 0]; (15)
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Parameter meaning Notation Value

Appendage length L 30 m
Linear density of appendages � 0.2 kg/m

Appendage sti�ness EI 1500 N�m2

Hub radius a 1 m
Moments of inertia I1; I2 2000 kg�m2

Base inertia J 2000 kg�m2

Table 1: Parameters of the simulation model

where 0 denotes zero matrices of appropriate dimensions. The linearized system (14), (15) depends on the operating
pitch angle  0.

For design simplicity, we choose P and D feedback gains for both drives to be the same, that is

k� = k = kP ; b� = b = kD; (16)

Quality of the PD controller design can be characterized by a stability margin s of the closed-loop system. The
stability margin de�nes the rate of the transient process decay in the closed-loop system, and it can be de�ned
as s = �maxj Re (�j), where �j denotes a j-th eigenvalue of the system. A numerically obtained dependence of
the stability margin for system (14) on the feedback gains (16) is shown in Figure 3. It has a clearly expressed
maximum for certain values of the gains kP and kD.

The stability margin, however, depends on the pitch angle  0. Let us express this dependence in the form
s = s(kP ; kD; 0). Since the designed controller should work well for any setpoint  0 within given limits, we
consider a guaranteed stability margin Æ, which is the worst stability margin for all pitch angles and given feedback
gains.

Æ(kP ; kD) = min
 0

s(kP ; kD; 0)

Figure 4 shows a numerically obtained dependence of the guaranteed stability margin Æ on the feedback gains
kP and kD. The approximate values of the gains at the maximum are

kP = 460; kD = 920 (17)
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The feedback gains (16), (17) were chosen for the feedback controller (12){(13) and are used in the subsequent
simulations.

Figure 5 shows the results of a full nonlinear simulation for the response of the system (9){(13) to the step-wise
change in the setpoints �0 and  0. The PD feedback controller gains in Figure 5 are the guaranteed optimal
stability margin gains (16), (17). The response exhibits signi�cant and persistent oscillations of the appendage
deformation and control torque. These oscillations are highly undesirable and suggest that an application of a
feedforward signal would be instrumental to speed up the system response and make it less oscillatory. Simulations
also show that with the change of  0 the oscillation frequencies may vary by as much as 30-40%. Note that further
improvement of the system response is only possible with a feedforward controller, since the feedback controller
used is already optimized.
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Figure 5: Nonlinear model simulation of the step response for the guaranteed optimal feedback gains: kP =
460; kD = 920. Pitch angle setpoint  0 = 0

3 Feedforward shape optimization

This section introduces an optimization problem for computing a feedforward input shape in a rest-to-rest slewing
maneuver of the system. A numerical iterative method for the feedforward computation is described. This method
converges quickly in the simulation and gives very good control results.
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Let us consider a rest-to-rest slewing maneuver of the 
exible spacecraft control testbed system shown in
Figure 1. At initial time t = 0, the system is at rest with attitude angles �(0) = �0, and  (0) =  0. The control
objective is to slew the system so that the maneuver is completed at the �nal time t = Tc. At the time t = Tc, the
system should be at rest with desired �nal attitude angles �(Tc) = �f , and  (Tc) =  f .

We plan the reference trajectories �d(t);  d(t) in the PD controller (12){(13) so that they provide a general
desired pattern of motion. We then choose the feedforward control to achieve the desired control objective, which
is the absence of vibrations at the end of the maneuver. We compute the reference trajectory to be a straight line
in the actuator coordinate space and a third order polynomial in time. This trajectory is fully de�ned by the initial
and the desired �nal coordinates of the system.

3.1 Parametrization of the control problem

As stated above, the feedforward signals u�(t) and u (t) in the controller (12){(13) will be optimized numerically
to achieve the optimal performance of the maneuver. To facilitate iterative numerical optimization, we describe the
feedforward signals u�(t) and u (t) as functions of time by using a �nite number of parameters. These parameters
will de�ne the feedforward sequences and the optimization procedure will optimize these parameters with regard
to the control objective.

Let us divide the interval [0; T ] into (nu+1) subintervals by introducing a sequence of sampling times fTjg
nu+2
j=0 ,

where T0 = 0, and Tnu+2 = Tc. We consider feedforward inputs u�(t) and u (t) which are linear combinations
of the �rst-order B-spline functions Bj(t). Each Bj(t) is a piece-wise linear function, such that Bj(Tj) = 1,
Bj(Tj�1) = Bj(Tj+1) = 0 and Bj(t) = 0 outside the support interval [Tj�1Tj+1]. The feedforward inputs can be
written in the form �

u�(t)
u (t)

�
=

nuX
j=1

wjBj(t); (18)

where wj = col(w�;j ; w ;j) are the weight vectors. The feedforward inputs (18) are piece-wise linear functions with
the values w�;j and w ;j at the interpolation nodes Tj . The shape of the feedforward (18) and of the B-spline
functions Bj(t) is illustrated in Figure 6.

It is possible to use B-splines of a di�erent order in the expansion (18). In particular, zero-order B-splines will
give a piece-wise constant feedforward (18), while cubic B-splines will result in a twice continuously di�erentiable
feedforward. The paper [19] considers an optimization scheme similar to that used in this paper. A feedforward
expansion of the form (18) is used in [19] with trigonometric functions used in the expansion rather than B-splines
Bj(t). B-spline expansions of the form (18) are used for feedforward control shaping in the papers [20, 21]. In
our simulations, the B-splines provided better estimate of the optimal feedforward pro�le with less terms than
for a trigonometric expansion. Note that the approach to be presented can be, in principle, used with a di�erent
parametrization of the control, e.g., with pulse switching times used as parameters in an on-o� control.

The feedforward (18) is de�ned by the weights w�;j , and w ;j , which we collect in the input shape vector

U = [w�;1 : : : w�;nuw ;1 : : : w ;nu ]
T 2 <2nu (19)

The objective of the slewing maneuver control is to achieve the desired �nal system state at the time Tc - the
attitude angles � and  should be those desired, the 
exible coordinate q and rates of all coordinates should be
zero. We introduce an output vector

Y =
h
�(Tc)� �  (Tc)�  qT (Tc) _�(Tc) _ (Tc) _qT (Tc)

iT
2 <4+2Nm (20)

This vector de�nes the terminal error of the maneuver completion.
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Figure 6: Shape of the feedforward control

3.2 Regularized terminal control problem

For a given maneuver, the input shape vector U (19) de�nes the output vector Y (20). This dependence can be
written in the form

Y = S(U; p); (21)

where S is a nonlinear mapping, and p 2 <np is a parameter vector de�ning the maneuver. In this section, we
assume the maneuver (and, thus, the vector p) to be �xed, and temporarily ignore the dependence on the second
argument in (21). Let us denote the input and output dimensions in (21) in accordance with (19) and (20) as
NU = 2nu; Y 2 <NY and NY = 4 + 2Nm; U 2 <NU .

The nonlinear mapping S in (21) is not available to us analytically. However, it can be determined pointwise
by applying the feedforward control U (19) in the maneuver simulation and measuring the system output vector Y
(20). Under broad conditions on the controlled system, the mapping (21) is smooth (continuously di�erentiable).

The control objective is to �nd an optimal feedforward shape vector U that achieves the terminal condition Y = 0
with a minimal expenditure of control resources. Following [22], we express this objective through minimization of
a single quadratic performance index of the form

J = kY k2 + �kUk2 ! min ; (22)

where � > 0 is a small (regularization) parameter. For �� 1, by minimizing (22), one can cause the terminal error
kY k to be as small as needed. It can be proved theoretically, see [22], that for �! 0 the solution U to (21), (22)
approaches an optimal quadratic solution to the terminal control problem

kY k = 0; kUk2 ! min ; (23)

It is much easier to numerically solve the nonlinear least square problem (21), (22), than the constraint op-
timization problem (21), (23). At the same time, by choosing an appropriate � � 1 the solutions to these two
problems can be made identical from practical point of view. For the application being considered this can be seen
from the simulation results presented below.
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Note that in accordance with (18), (19), the quadratic optimality condition kUk2 ! min closely represents

the fuel optimality condition:
R T
0
[u2�(t) + u2 (t)]dt ! min.

The solution of the nonlinear least square problem (21), (22) can be computed iteratively in a conceptually
simple way. For this purpose, we introduce the Jacobian (gradient) matrix for the mapping (21)

G =
@Y

@U
=
@S(U ; p)

@U
2 <NY ;NU (24)

The columns of the matrix G de�ne the sensitivity of the sampled system output Y (20) to the variation of
the respective components of the vector U in the maneuver de�ned by the vector p. These columns of G can be
determined by means of a secant (�nite-di�erence) estimation, by in turn varying components of the vector U and
observing the corresponding variations of the components of the output vector Y .

We apply Newton-Gauss iterative optimization method to compute a solution to the stated problem. According
to this method, the update �Uk = Uk+1 � Uk of the optimal input guess is computed as a product D�1gradUJ ,
where gradUJ is the gradient of the optimized functional (21) and D is a modi�ed Hessian (matrix of the second
derivatives) of J [26]. By di�erentiating (21) with respect to U , we obtain gradUJ = �U +GTY , where G is the
input/output sensitivity matrix (24). The Newton-Gauss method uses the modi�ed Hessian D which is obtained
by di�erentiating the expression for gradUJ for a second time with respect to U and neglecting the derivatives of
G in the result [26]. Thus, the modi�ed Hessian matrix D has the form D = �I +GTG.

The Newton-Gauss iterative update of the input vector U that we use for the optimization thus has the form

Uk+1 = Uk � (�I +GTG)�1(�Uk +GTYk); (25)

where the bold subscript denotes an iteration number. Each iteration in (25) assumes application of the calculated
feedforward input shape (19) de�ned by the vector Uk to a repetition of the same slewing maneuver de�ned by
the parameter vector p and obtaining the corresponding task output vector (20), Yk = S(Uk; p). As discussed
above, the Jacobian G in (25) can be computed by a secant (�nite di�erence) method, which involves only forward
simulations of the system. Thus, once a forward simulation model of a maneuver is available, implementation of
the proposed method is straightforward and conceptually simple.

The estimation of the matrix G need not be done at each iteration step. In the simulation results below it was
suÆcient to compute G only twice, and use the same matrix in three sequential Newton-Gauss update steps each
time.

3.3 Optimization results

The feedforward input shape optimization in the rest-to-rest maneuvers of the 
exible spacecraft testbed system
described in Section 2 was implemented, with the duration of the maneuver taken as Tc = 25. As seen from
Figure 5, this is close to the lowest eigenfrequency oscillation period of the closed-loop system, which makes this
nonlinear control problem very diÆcult. Making Tc larger simpli�es the problem, which becomes less interesting
for the simulation study. Shortening Tc signi�cantly results in a sharp increase of the appendage deformations and
amplitude of the control e�ort.

The control sampling times Tj in (18) were chosen to be uniformly distributed in the interval [0; Tc] with an
intersampling interval Tj+1�TJ = Tc=10. Thus, each of the two feedforward inputs u� and u is a linear combination
of nu = 9 �rst-order B-spline functions, and the input shape vector (19) has dimension NU = 2nu = 18. This input
dimension allows us to obtain a reasonable trade-o� between achieving the terminal condition, which is imposed
on the six components of the system state vector at t = Tc, and the quadratic optimality of the feedforward input.

In our implementation of the Newton-Gauss iterative optimization procedure (25), an estimate of the in-
put/output sensitivity matrix G is periodically updated by means of a �nite di�erence (secant) method. The
control penalty parameter � in (21) is chosen to provide a trade-o� between the terminal condition Y = 0 and
the fuel optimality of the feedforward condition kUk2 ! min. To achieve this trade-o�, we chose the weight
� according to the regularization approach of [27] to be of the order of the smallest singular value of the matrix
GTG. In the numerical experiments, any � between 1 � 10�8 and 2 � 10�7 worked well. In all subsequent results,
� = 4 � 10�8 was used.
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Figure 7 illustrates typical results of the slewing maneuver simulation obtained for the optimized feedforward
control shapes. Improvement in the system's transient behavior is evident with the computed optimized feedfor-
ward. There are no visible oscillations after t = Tc = 25. In fact, for the chosen value of � the terminal error is
kY k � 10�4. This is a reasonable accuracy for a numerical method. For a practical implementation of a feedforward
control, the terminal error caused by mis-modeling would be much larger than this numerical error. Simulations
show that the computed feedforward is reasonably robust to the modeling error, as might be expected from the
quadratic optimal (fuel optimal) control.

The closed-loop step response in the absence of feedforward is illustrated in Figure 5 and exhibits visible
oscillations lasting till t = 100, i.e., four times longer than with the feedforward. At the same time, the maximum
applied torque amplitude of Figure 7 is of the same order as that in Figure 5, despite a much larger amplitude of
the slewing motion.

The simulation results show that the method developed for the feedforward control computation o�ers a high-
quality solution of the terminal control problem in the slewing maneuver of the 
exible satellite.
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Figure 7: Simulation results for the optimized shape of the feedforward control.
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4 Conclusions

This paper presents some potentially useful results for the development of on-board control systems for modern

exible spacecraft.

We described a CSA testbed for control of spatial slewing maneuvers of a 
exible spacecraft. The testbed
contains electric drives that control attitude angles of a rigid hub with 
exible appendages. The testbed system
models a satellite with 
exible solar arrays and possesses characteristic features of such systems including the
nonlinear dynamics of a rigid body rotation.

The paper proposed a technique for optimization-based input shaping control of nonlinear 
exible space systems.
The technique presented has two important distinct features. First, a regularized quadratic performance index is
optimized for a free-end problem, instead of solving a terminal control problem. By choosing the regularization
weight to be small, a small terminal error can be obtained. At the same time, it is much easier to compute a solution
of the regularized problem than of a boundary-value problem associated with the terminal control. The proposed
method is straightforward and easy to implement requiring only a forward simulation model for the maneuver to
be available.

The nonlinear input shaping controller designed and validated in this paper computes a feedforward input shape
which is optimal with respect to the regularized quadratic performance index. The iterative nonlinear optimization
can be computed o�-line, before the beginning of the maneuver. A detailed simulation study showed that the
suggested approach is capable of very accurate input shaping control.
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