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AUTOPASS: Automated Parking Support System

ABSTRACT

Thiz paper describes the development of an efficient au-
tomated parking suppert system for passenger cars. By
using Tecent adgvauwﬂ o the Artificial Neural Network
technology and a classical combination of linear feedback
and feediorward control, we propose a novel desigh of the
parking motion controller.

The paper presenta the results of the controller design
and analysis, including parking problem analysia, feedback
controller atability analysis, formulation and optimal sclu-
tion of the parking tratectory planning problem, and de-
sign of a povel parking motion planning architecture based
on a Radial Basis Function network. Three general cases
of hackward parking considered in this work are emulated
using the proposed controller, The emulation resuits re-
venl high efficiency of the presented approach and demon-
atrate that the proposed system can be implemented on &
typical passenger car.

1 INTRODUCTION

Control technology will be extensively used in the next-
generation passenger cars for enhancing driver's safety and
reducing the driving stress, Active suspension and noise
compensation control are already an integral part of some
carg; other antamotive applications of control technology
are currently being developed. This work presents a new
approach to automated control of car parking. Many auto-
mobile companies may be potentially interested in 2 prac-
tical working syatem for car parking support. For exam-
ple, a prototype of the parallel parking support systermn
has been demonstrated by Volkswagen during the If-th
Cauadian International Antoshow in 1992,

The present paper considers the problem of designing
a controller for the automated parking support system
{AUTQPASS). The system is currently being developed
in the Robotice and Automation Laboratory at the Uni-
versity of Toronto. The AUTOPASS is expected to make
the car parking process simpler and atress-free for a typ-
ical car driver. In addition to parallel parking shown in
Figure 1{a}, AUTOPASS can deal with more complicated
cases of car parking such as shown in Figure L{h-c).

A passenger car 19 a typical example of wheeled mobiled
vehicles and, as a such, its motion s characterized by the
presence of nonholonomis non-integrah]e]) constraintes
that rise due to the three-dimensional rolling of wheels.
Aubematic control of a nonholonomic system 18 a difficult
problem. There has been eignificant research periormed
on nonhelenemie motion planning and control dur.ing the
lsst years. The issue of the local and global controllabiiity
has been studied in FE], [, [17], and [21]. A condition
for global controllability is given by Chow’s theorem (see
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Figure 1: Parking tasks.

[17] for reference). Necessary conditions for stabilizability
of a nonholonomic system by a smooth state-dependent
feedback have been formulaied in Brockett's theorem [2].
This thecrem relates aiso to results mn [21]. The existence
of a smoath time-variant feedback for the asymptotic sta-
hilization of & nonheolonomic system haa been recently es-
tablished in [7]. Basically, most of the available resuits on
the atabilization of nonholonomic systems can be clasei-
ed inte two main groups: (i) stabilization to equilibrium
manifolds [1] and [19]; and (i1) stabilization at the origin.
The latter can be sub-classified as: optéimal open-loop con-
traf in [3), [8], and [22]; consiructive open-loop coniral in
3], [25], and [33]; smooth feedback control in (2], [16], {20j,
28’], and [32); discontinuons feedback control in [1); and
particuler control designs in [31] and [25).

Each of the approaches has its advantages and draw-
backs, For ingtance, open-loop strategies handle collision
consraints rather well, and generally result in aliorithms
which are computationally more efficient. On the sther
hand, feedback approaches result in solutions which are
more rabust, and the specification of an initial configura-
tish ia not necessary. Some published works on control
of nonholonomie systems conmider the specific problem of
controlling a wheeled vehicle using open-isop control {22},
feedback contral [28] and [31}, and neural networks [26].

In this paper, we further facilitate the available tech-
niques by applying an engineering approach to the prob-



lem of designing the control system for AUTOPASS. Thig
approach emphasizes the design applicability and imple-
mentation issues. In AUTQPASS, all complicated and
computationally expensive motion planping needed for au-
tomated car parking is dene off-line (i.e., priot to pro-
gramming the on-board computer of a car), and the re-
aulting parking programs are stored in the en-board com-
puter memory. A parking program is regarded herein
as the time-dependence of car control commands defined
ovet a desired time interval and stored as a single high-
dimensional memory array. In general, each combination
of initial and final positions of a ear corresponds to a differ-
ent parking program. All relevant combinations of initial
and final parking positions which mey occur duting the car
service are generally unknown & priori. AUTOPASS uses 2
highly efficient and very accurate approximation technigue
in crder to find a parking program for any given initial and
final conditions. The pre-computed data are stored as the
weights of a Badial Basis Function (RBF) network, An
REF network is an Artificial Neoral Network c|i;9:LNN] ar-
chitecture that has been recently acknowledged as one of
the meat efficient and promising ANN-based technigues
for the approximation of continuous mappings (4], (5], (6],
{24], [27], and [34],

The RBF network-based approximation technique em-
bodied into AUTOPASS avercomes the problem of compu-
tational burden associated with open-loop contrel snd, at
the same time, has moderate computer memory require-
ments. The car computer may be concurrently used for
other peposes, such as automatic control of the transmis-
sien and suspension systemna. Related control methods us-
ing Polynomiel Associative Memories and RBF networks
have baen successfuily tested in numerical simulasions and
control experiments with advanced electromechanical sys-
tems (9], [10], [13], and [14]. To execute & parking pro-

ram In the real-world conditions, we have provided AT-

QOPASS with a tracking controller which is based on a
combination of linear feedback and feedforward control.
The results presented in this paper demonatrate that the
proposed ANN-based parking control system architecture
may indeed be very efficient in desling with many compli-
cated cases of passenger car parking,

? STATEMENT OF THE CONTROL PROBLEM

This section ontlines a basis control problem sclved by
AUTOPASS, Let us consider in-plane motion of a front
wheel drive car. The car body position is described by
two coordinates &y and @z of the car center, and the angle
¢ between the car bady axis and the horizontal axis. Tﬁis
paper addresses the problem of ear motion plaoning and
control during the hackward patking process. In practice,
car motion during the backward pmﬂing process is very
slow and, therefore, car body dynamics as well as dynam-
ics of the car motor end steering mechanmism may be ne-
glected, We further assume that an automatic car contrel
aystem or, as a simpler alternative, a driver assisted by
AUTOPASS can set the steering angle as desired. Under
the assumptiona presented above, & model for the in-plane
motion ia given in the following general form:

& = Paly, w1, va),
Ta = @3{{1: Wy, u?)s
¢ = Walwm, ua), {1)

where {1; |{ = 1,2, 3} are nonhelonomie nonlinenr func-
tions that can be obiained based on [22]; the car body
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center coordinates 2, and xp and the yawing angle $ com-
prise the system state vector ¢ = col(m;, Za, ¢); the driv-
ing speed u1 and the steering angle vz are regarded as two
control inputs.

Let us regard a car parkiog problem as the problem
of driving the car from an initial state ¢' into a desired

{parked) state ¢%. The initial state is defined as

ft=0y=[ a:1(0) 2(0) 90} ] 2 €D, (2

where P is a domain of possible initial configurations of
the car. In this paper, swe pursue an engineering approach
to the control aystem design: instead of proposing ancther
general solution for the car control problem, we are design-
iog a control ayatem which is capable of reliable parking
process control in the real world. Following the normal
driving practice, we consider an initial position of the car
to be close to a standerd one {i.e, the position from which
varking ig practically feasible). In other words, the initial
eonfiguration dotnain (2& is » relatively small bounded set.
We also require the parking process to be completed by a
single movement, without backward and forward iterative
movements, For the clarity of exposition, we coneentrate
in this paper on the backward parking and sssume that
4y < 0 during the parking process, The modification of the
proposed algorithm for the forward car motion (1 > 0) s
straightforward.

The general form of equation {1) is such that & change
of the time scale is equivalent to scaling the driving ve-
locity w [10). In the practical sense, this property means
that one can drive the car along the same path with an ar-
bitrary varying driving velocity. Therefore, without loss of
generality we can assume that u; = const < 0. Hence, the
problem of parking control reduces to the problem of find-
ing the ateering angle input uy(f) that drives the system
to the desired state 2.

Major factors of complexity in finding the steering input
uz(t) are the requirements of honndedness of the steering
angle and avoidance of obstacles {e.g., cther parked cars).
Let w, be the maximal steering angle. We will call the
initial position ¢* admissible, if there exists a bounded
steering angle eontrol input {uz(-) € C; lua(®)| < .}
that drives the car into the desired state ¢? under the
constraint ty = const < 0, To fulfill the two raquirerent
stated above, the problem of parking control is divided
into two inter-hinked sub-problems:

Froblem 1: Check the admissibility of a given initial
state g* € D,

Probtem 2: If ¢' is admissihle, find a steering angle con-
trol input ua(f) that aolves the problem of patking
ronfrol.

‘The domain of admissible initial configurations of & car
usually has a complex shape and, therefore, a solution to
Problem 1 ia not trivial, At the same time, finding a solu-
tion of Problem 1 is indispenaable, as & porking nssistance
system must be capable of immediately advising the driver
that parking from the current position is imposaible.

The solution for Problems 1 and 2 embodied into All-
TOPASS ie based on the fact that the proposed network
architecture is capable of solving fast the problem of find-
ing an optimal steering angle input ws{t) that drives the
system to & desired state g, Therefore, at first AT-
TOPASS computes the optimal (i.e., minimal-magnitude}
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pteering mngle input ug{?) that drives the system to the
desired state ¢°. If the computed optimal steering angle
input excesds the feasible bounds, the initial state is re
ported by AUTOPASS to be not admissible. Otherwise,
the obtuined steering angle input wy(t) is used as the so-
luticn to Problem 2.

If we apply the computed steering angle input wz(t) to
» teal-world car, the car is most likely to reach the final
state g” with an error due to perturbations and impreci-
sion in the car dynamic model. Following the standard
cantrol engineering practice, we compensate for this er-
ror by computing a steering angle input as a sum of the
feedback and feedforward terms, The AUTOPASS control
sub-syatem, which stabilizes the car motion along & refer-
ence trajectory despite disturbances and imprecise mod-
eling, 18 based on the efficient combination of feedforward
and feedback control, as described in [15].

The sclution of Problems 1 and 2, as well as the com-
utation of the feedforward term are carried out with the
elp of & specially desigued RBF network architecture de-

getibed in the next section.

3 APPROXIMATING A PARAMETRIC FAMILY OF CAR
PARKING FROGRAMS

In this seetion, we present the most interesting and in-
novative aspect of AU%DPASS controller design. We con-
gider a general prokblem of computing & parametric family
of feedforwatd contral programs 7 and reference trajecto-
ries £} that ecive the parkimng control problem.

3.1 The problem farmulation

The parking motion patterns considered in thia paper

depend on the 3-dimensional task parameter vector p of
the form;

i d i .
— ";}:':;' = "_dj i i‘l =g(i=10).
2 [g,ﬁ_qsﬁ} 7' = g [ qﬁ] g =0)

(3

_ The parameter vector (3) depends on the initial and de-
sited values of vector # (ie., {0) and 2 (t} respectively)
for the control probiem formulated in Section 2. The con-
trol task considered in Section 2 can be deacribed in terms
of the parametric family of input /outpei nonlinear map-
pings and the desired parameter-dependent state vecter
¢'(p). Based on the technique proposed in [34] and fur-
ther elaborated in [11], we can compute optimal control
input vectors I, (p} for some (discrete) values of the task
parameter vectors p. Using this finite set of control pro-
grams, we ¢an obiain a sclution for any value of § by
solving the following epprezimation problem:

Approximation problem: Given the sefs of vee-

tors pl*) gnd U£*J1 and matrices QU*) as {pl¥), yf“} =

Flp*D), QU1 = gplthy HE., find an epprozimation for the
smooth mappings U = fip) and @ = g(p) ever a given
domain of the insk parameter yecior p.

In the ANN literature, the sets {p'*}, U{*)1E and

{p®), QUL | are called iraining sefs. In the following
section we propose a solution to the Approximation prob-
lem atated above,

()

(2)

3
p

-

Figure 2: The Radial Basis Function network,

3.2 Radial Basis Functicn network architecture

The Approximation problemn above comprises & vector-
valued and a matrix-valued mappings p— U and p— @,
whereas most of the previous work on similar problems
concentrate on scalar-valued mappings.

We solve the approximation problem with the help of
a Radial Besis Function E’RBF) network approximation.
RBF approximation has been recently demonsirated to
provide better precigion and training rates than many
other ANN and Associative Memory approximation tech-
nigues, For example, the RBEF approximation has shown
to be superior in aceuracy and training time to Multilay-
ered Perceptron Networks used in many ANN-based sys-
teme [4], [5], [12], [18], and [24]. Radial Basis Function
networks were recently acknowledpad to possess advanta-
geous spatial filtration properties [27], I29], and [30].

For AUTOPASS, we nze a matrix form of an BBF nat-
work that 1z particalariy efficient for solving multi-variable
vector- and matrix-valued approximation problems, such
ag that stated in the previous section. The RBF network
is shown schematically in Figure 2, This network has a
single hidden layer of nodes with a bell-shaped activation
funetion.

Several forms of the radial functions are used in RBF
neiworks. For AUTOPASS design, we choose to use the
{feussien funclion that was recently proved to have advan-
tageous spatial filtration properties [30], The Gaussian ra-
dial function has the following form h(r) = exp { —r?/d®},
where the parameter d i8 the interaction rading. In numer-
ical simulations, we have obtained the best resulta with
the interaction radius o chosen to he 1.6 times the dis-
tance between the network nodes ). We compute the
vector weights W) of the RBF network from the ezact
inferpolation condifions, so that the approximation error
is zero for each pair {p¥), I'4}} in the training set, Based
on (23], the weights W) of the RBF network can be com-
puted using the known results from the advaneed linsar
algebra theory.

3.3 Approximating the reference trajectory

The AUTQOPASS controller requires that a reference
{parking) trajectery, which determines the feedforward
control, 18 gpecified. Thia reference trajectory is defined
by the matrix . For the node centers ™, matrices Q7
are computed in the course of the iterative optimization
procedurs along with the control vectors U™}, By storing

these matrices, we obtain the training set { p':“:",{;l'["j}le
and the approximation problem similar to the one conaid-
ered above, Therefore, for each column of the matrix ¢
we can apply an BBF approximation method of the form

considered in the previous section,



Figure 3: Initial confignration domain in regular parking.

4 IMPLEMENTING THE PARKING CONTROL SYSTEM

The most basic vontrel implemented in AUTOPASS -
parallel parking presented in Figure 1{a) - was deseribed
in [15]. In this section we describe the design of 2 dackward
parking control alse implemented in AUTOPASS. The lay-
out of the regular (backward) parking problem is presented
in Figure 1{b). The goal is fo park the car in the parking
slot hetween two previously parked cars Py and P2, The
task is often considered as stresaful and diificult for many
car drivers,

AUTOPASS is designed to assume the parking control
when the car is lncaﬁg in the ring segment shown in Fig-
ure 3}, The segment center is located at the point F on the
centerline in between the neighboring cars Py and Py. Ini-
tial orientation of the car is such that its rear is aimed in
the direction of point F with some allowed deviation, Such
a layout of the initial configuration demain P {2} is based
on three main considerations regarding the parking task
in question. Firstly, it is impossible to carry out the park-
ing if the controlled car is initially either located too close
to the parked cars, or oriented with teo large a deviation
from tf?e direction to point F. Secondly, there is no sense
in starting an automated parking control too far from the
desited parking slot. Thirdly, the initial configuration do-
main T outlined in Figure 3 allows reliable recognition of
the desired parking slot with the help of sensors mountad
at the rear of a car.

AUTOPASS divides the parking process into two
phasea. The first, more difficult and important phase is
to é)iaca the car center ¢lose to the point F while the car
body axis is approximately parallel to {or coincides with)
the centerline of the parking slot. At the second phass, the
car moves desper in between the veighboring cars while
keeping its centerline close to the centerline of the parking
slot. This second phase is carried ont using the feedback
control of the car motion along the centeriine of the park-
ing slot, as deacribed in Section 2.

Let us elaborate the first phase of the parking process.
We classify possible initial positions of the car mio three
sub-cases that correspond to ipitial locations of a car in the
segments Ay, Az, and C (see Figure 3). If a car is initially
located in the segment ), adjacent to the parking slot
centerline, the entire patking contrel task is solved with
the help of the feedback tracking (as deseribed in Section
2) of the centerline regarded as a reference trajectory. The
feedback gaine and the size of the segment C are chosen
a0 that the transient process is completed before the car
arrives to the point F.
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Figure 4: Backward regular parking vsing AUTOPASS.

The most sophisticated control design is required if the
arking is to atart from the segments A; and Ay, AT-
omgs golves this mmplicateg problem by first design-

ing the sub-optimal steering control feedforward program
and the reference trajectory ag degeribed in Section 3, and
then tracking the refsrence trajectory as described in See-
tion 2. Inatend of computing each parking control program
from scratch, which can take about quarter &n hour for 1
Mflops computer, AUTOPASS uses an RBF network ar-
chitecture for approximating the desired parking control
PLOZram a8 dt:scrl]i)ed in Section 3. The network computes
approximations in less that 100 msec using the same com-
puter. The network training is done off-line,

Figura 4 shows the parking emulation results for hack-
ward regular parking controlled by AUTOPASS. The
dashed hnes represent the front wheel track and the solid
curve represents the car body eenter trajectory, and dash-
dotted curve shows the reference parking trajectory com-
puted by the network, The dotted line maris the initiaj
eonfizuration segment A, .

The control algorithm described in this aection can be
applied, with minor modifieations, to the parking problem
shown in Figure 1{c). To make this fact clear, let us no-
tice thet a comparison of Figures 1{b} and 1{c) reveals the
similarity of the parking task layout at the both sides of
the parking slot centerline. Therefore, to solve the parking
probiem shown in Figure 1(c}, one can use the controller
design deacribed in this section, with the only modification
that the upper and lower segments of the initial configura-
tion domain in Figure 3 are shifted along the parking slot
centerline in the opposite directions.

5 CONCLUSIONS

In this paper, we have presented a controller design for
an awtomated parking support system (AUTOPASS). To
design AUTOPASS, we have performed a comprehensive
analysis of the parking problem, and desired features of
a parking support systemn and a parking controller. The
proposed controller design is based on the Radial Hasis
Funetion [BLBF) architecture for the veference trajectory
planning and feadback ffeedforward control arrangement
for tracking of this reference trajectory.

We have demonstrated that AUTOPASS can desl nat
only with the simplest case of parallel parking control,
but with more complicated casea of car parking as well.
The car parking emulation resuits demonstrate that the
proposed control architecture yields an elegant and suffi-
ciently aceurate solution to the automated parking control
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problem. ATFTOPASS can be implemented on 2 typical
on-board computer of a passenger car.

This paper has concentrated on the AUTOPASS con-
trol algorithm. Cther pertinent issues, auch as sspnzory-
based data acquisition and processing, and design of the
AUTOPASS driver interface are currently being studied,
Furthermors, the design is currently in progresa to build
on-line learning ability into AUTOPASS. This iearning
ability will allow for the adaptation of parking programs
and the tracking controller to the inaccuracy and changes
in bime of the vehiele dynamic model and the external
environrment conditions.
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