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Problems	in	Police-Community	
relations	in	the	United	States

◦Black	Americans	report	more	negative	experiences	
in	their	interactions	with	the	police	than	other	
groups	(Epp et	al.	2014)
◦18%	of	blacks	said	they	had	been	unfairly	stopped	
in	the	past,	while	only	3%	of	whites	felt	the	same	
way		(Pew	Survey	2016)

◦A	flood	of	recent	viral	videos	
show	inappropriate	police	officer	
use	of	force



Unfair	treatment	reduces	trust	between	
police	officers	and	local	communities

By	contrast,	a	person	who	is	treated	with	
respect	
◦Has	more	trust	in	the	officer’s	fairness
◦And	in	procedural	fairness	of	the	
institution
◦And	is	more	willing	to	support	the	police	
(Tyler,	1990;	Tyler	&	Ho,	2001;	Tyler	&	
Sunshine,	2003	Mazerolle	et	al.,	2013)



Can	Computational	Linguistics	help?

Measure	problems	in	police-community	
interactions?
Detect	the	potential	for	escalation?
And	hopefully	reduce	the	chances	of	
violence?



Our	idea:	
Use	body-camera	footage	as	data

Data	from	the	Oakland	Police	Department	
Their	officers	have	been	wearing	body	
cameras	since	2010



Look	at	common,	everyday	
interactions	with	police

¼	of	US	adults	have	contact	with	
the	police	each	year
Most	police-initiated	encounters	
are	traffic	stops

(Langton	and	Durose,	Department	of	Justice,	2013)
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Outline

Study	1:	Respect	in	Police	
Language	in	Traffic	Stops
Study	2:	Dialog	Structure	in	
Traffic	Stops



Study	1:

Do	police	officers	treat	black	
community	members	with	a	
different	degree	of	respect	than	
white?
◦Police	departments	care	about	
showing	respect	and	building	trust

Rob	Voigt,	Nicholas	P.	Camp,	Vinodkumar Prabhakaran,	William	L.	Hamilton,	
Rebecca	C.	Hetey,	Camilla	M.	Griffiths,	David	Jurgens,	Dan	Jurafsky,	and	
Jennifer	L.	Eberhardt.	2017.	Language	from	police	body	camera	footage	
shows	racial	disparities	in	officer	respect. PNAS.



Body-Cameras	as	Research	Data

Every	interactions	between	OPD	and	
community	for	April	2014:	17,304	Videos
A	window	onto	everyday	behavior:	
◦only	vehicle stops	which	resulted	in	a	warning	or	
citation	(no	arrests).

Look	at	the	subset	of	981	videos	that	are
◦Vehicle	stops	
◦With	white	or	black	community	members.
◦ 245	different	officers



Study	1:	text
The	transcribed	dataset

Professional	transcribers	
◦Fingerprinted	and	background	checked	by	the	
police	department
◦Watched	videos	
◦Transcribed	words	
◦Diarized	(who	is	talking	to	whom)

Resulting	data	set:	
◦36,738	utterances,	324,506	words	
◦by	police	to	community	members	in	traffic	stops



Methodological	Aside

All	the	faculty	and	grad	students	were	also	
fingerprinted	and	background	checked	by	
the	police	department



Sample	transcription
0:00:00	0:00:09	OFFICER	[to	dispatch]:	 Unknown	occupant	and	
it's	going	to	be	for	registration.	 It	should	be	code	four.

0:00:20	0:00:20	OFFICER: Hi.

0:00:20	0:00:20	FEMALE:	 Hi.

0:00:21	0:00:23	OFFICER:	 I	pulled	you	over	because	your	
registration	is	expired	by	almost	a	year.

0:00:25	0:00:28	FEMALE:	 Okay,	I	have	the	paperwork	for	it,	
a	moving	permit?

0:00:28	0:00:28	OFFICER:	 I'm sorry?

0:00:29	0:00:30	FEMALE:	 I	have	the	paperwork for	it.

0:00:30	0:00:31	OFFICER:	 Okay.



Part	A:	Perceptions	of	Officer	
Treatment	from	Language

Can	human	raters	judge	respect	from	
officers’	language?	

Are	there	differences	in	officer	respect	
towards	black	versus	white	community	
members?



First	have	humans	label	respect
Participant	Coders	(N=70)	blind	to	
citizen	race	labeled	414	unique	officer	
utterances
• 4-point	Likert	scales	(high	rater	agreement	
αs=.73-.91)

• Respectful,	Polite,	Friendly,	Formal,	and	
Impartial

• Two	principle	components



Race	on	two	principle	dimensions
Police	are	more	respectful	to	whites
Police	are	equally	formal/distant	(close/familiar)	with	whites	&	
blacks

In study 1, human participants rated officer utterances on sev-
eral overlapping dimensions of respect. With a high degree of
agreement, participants inferred these dimensions from officer
language. Even though they were not told the race of the stopped
driver, participants judged officer language directed toward
black motorists to be less respectful than language directed
toward whites. In study 2, we build statistical models capable of
predicting aspects of respect based on linguistic features derived
from theories of politeness, power, and social distance. We dis-
cuss the linguistic features that contribute to each model, find-
ing that particular forms of politeness are implicated in percep-
tions of respect. In study 3, we apply these models to all vehicle
stop interactions between officers of the Oakland Police Depart-
ment and black/white community members during the month
of April 2014. We find strong evidence that utterances spoken
to white community members are consistently more respectful,
even after controlling for contextual factors such as the severity
of the offense or the outcome of the stop.

Data
Our dataset consists of transcribed body camera footage from
vehicle stops of white and black community members conducted
by the Oakland Police Department during the month of April
2014. We examined 981 stops of black (N = 682) and white (N =
299) drivers from this period, 68.1% of the 1,440 stops of white
and black drivers in this period. These 981 stops were conducted
by 245 different officers (see SI Appendix, Data Sampling Process

for inclusion criteria). Per Oakland Police Department policy,
officers turn on their cameras before making contact with the
driver and record for the duration of the stop. From the 183 h
of footage in these interactions, we obtain 36,738 usable officer
utterances for our analysis.

Study 1: Perceptions of Officer Treatment from Language. We
first test whether human raters can reliably judge respect from
officers’ language, and whether these judgments reveal differ-
ences in officer respect toward black versus white community
members.

Respect is a complex and gradient perception, incorporating
elements of a number of correlated constructs like friendliness
and formality. Therefore, in this study, we ask participants to
rate transcribed utterances spoken by officers along five con-
ceptually overlapping folk notions related to respect and officer
treatment. We randomly sampled 414 unique officer utterances
(1.1% of all usable utterances in the dataset) directed toward
black (N = 312) or white (N = 102) community members. On
each trial, participants viewed the text of an officer utterance,
along with the driver’s utterance that immediately preceded it.
All proper names and places were anonymized, and participants
were not told the race or gender of the driver. Participants indi-
cated on four-point Likert scales how respectful, polite, friendly,
formal, and impartial the officer was in each exchange. Each
utterance was rated by at least 10 participants.

Could participants reliably glean these qualities from such
brief exchanges? Previous work has demonstrated that different
perceivers can arrive at similar judgments from “thin slices” of
behavior (22). In a similar vein, participants showed consistency
in their perceptions of officer language, with reliability for each
item ranging from moderate (Cronbach’s ↵ = 0.73) to high (↵ =
0.91) agreement (see SI Appendix, Annotator Agreement). These
results demonstrate that transcribed language provides a suffi-
cient and consensual signal of officer communication, enough to
gain a picture of the dynamics of an interaction at a given point
in time.

To test whether participant ratings uncovered racial group dif-
ferences, we averaged scores across raters to calculate a sin-
gle rating on each dimension for each utterance, then built
a linear mixed-effects regression model to estimate the fixed

effect of community member race across interactions, control-
ling for variance of a random effect at the interaction level.
Officer utterances directed toward black drivers were perceived
as less respectful [b = −0.23, 95% confidence interval (−0.34,
−0.11)], polite [b = −0.23 (−0.35, −0.12)], friendly [b = −0.24
(−0.36, −0.12)], formal [b = −0.16 (−0.30, −0.03)], and impar-
tial [b = −0.26 (−0.39, −0.12)] than language directed toward
white drivers (Fig. 1). These differences persisted even when con-
trolling for the age and sex of the driver (see SI Appendix, Model

Outputs for Each Rated Dimension).
Given the expected conceptual overlap in the five perceptual

categories we presented to the participants, we used principal
component analysis to decompose the ratings into their under-
lying components. Two principal components explained 93.2%
of the variance in the data (see SI Appendix, Principal Compo-

nent Analysis (PCA) Loadings for loadings). The first component,
explaining 71.3% of the variance and composed of positive load-
ings on the impartial, respectful, friendly, and polite dimensions
with some loading on the formal dimension, we characterize as
Respect, broadly construed. The second, explaining 21.9% of the
variance and composed primarily of a very high positive load-
ing on the formal dimension and a weak negative loading on the
friendly dimension, we characterize as Formality. This compo-
nent captures formality as distinct from respect more generally,
and is likely related to social distance.

Standardizing these factor scores as outcome variables in
mixed-effects models, we find that officers were equal in Formality
with white and black drivers [� = −0.01 (−0.19, 0.16)], but higher
in Respect with white drivers [� = 0.17 (0.00, 0.33)] (Fig. 1).

Study 1 demonstrates that key features of police treatment can
be reliably gleaned from officer speech. Participant ratings from
thin slices of police–community interactions reveal racial dis-
parities in how respectful, impartial, polite, friendly, and formal
officers’ language to community members was perceived. Such
differences were driven by differences in the Respect officers
communicated toward drivers rather than the Formality with
which officers addressed them.

Study 2: Linguistic Correlates of Respect. The methods of study 1
(human coding of 414 individual utterances), although effective
at discovering racial disparities in officer respect toward commu-
nity members in our dataset, cannot offer a general solution to the
analysis of body camera data. One problem is scale: Each year,
on the order of 26 million vehicle stops are made (5). Further-
more, using only a small sample of individual utterances makes it
impossible to study how police treatment varies over officers, or
how the interaction progresses across time in each stop.
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Fig. 1. (Left) Differences in raw participant ratings between interactions
with black and white community members. (Right) When collapsed to two
uncorrelated components, Respect and Formality, we find a significant dif-
ference for Respect but none for Formality. Error bars represent 95% confi-
dence intervals. PC, principal component.
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But	can	we	compute	respect	automatically?

1. Engineering:	26	million	stops	a	year
2. Science:	Could	control	for	confounds



NLP	for	respect!

1.	Use	linguistic	theories	of	respect	to	
develop	features	
2.	Use	the	human	labeled	data	to	learn	
feature	weights
3.	Build	a	classifier	to	label	the	
Respect/Formality	of	every	sentence



Drawing	on	prior	work	on	
computational	politeness!

Cristian	Danescu-Niculescu-Mizil,	Moritz	Sudhof,	Dan	
Jurafsky,	Jure	Leskovec,	and	Christopher	Potts.	2013.	 A	
computational	approach	to	politeness	with	application	to	
social	factors.	ACL	2013.
o Wikipedia	editors	talk	pages
o Stack	Exchange	questions



Politeness	correlates	with	social	role

Community:
◦Midwesterners	are	more	polite	
◦Ruby	programmers	are	more	polite	than	
Python	programmers

Gender:
◦Women	are	more	polite	

Status:
◦Wikipedia	editors	become	ruder	after	they	are	
elected	to	admin	positions

Cristian	Danescu-Niculescu-Mizil,	Moritz	Sudhof,	Dan	Jurafsky,	Jure	Leskovec,	and	Christopher	Potts.	
2013.	 A	computational	approach	to	politeness	with	application	to	social	factors.	ACL	2013.



Let's	apply	this	to	traffic	stops
But	first,	some	methodology



Respect	or	politeness	is	more	than	
"please"	and	"thank	you"

[Erving	Goffman	1967;		Lakoff 1973;		Brown	and	Levinson,	1978]

Erving	Goffman Robin	Lakoff Penelope	Brown
Stephen	Levinson



Respect	or	politeness	is	more	than	
"please"	and	"thank	you"

Politeness	addresses	two	basic	desires
(1)	Negative	Politeness:		Desire	not	to	be	told	
what	to	do
• Requests	impose	on	the	addressee
• Social	peril	for	failing	to	comply
• Negative	politeness	mitigates	these	social	threats.

•Minimize	the	request
• Put	on	record	that	it's	an	imposition
"Sorry,	I	know	you're	busy,	but	could	you	just	review	
this	one	paper?"

[Goffman	1967;		Lakoff 1973;		Brown	and	Levinson,	1978]



Cues	for	Negative	Politeness

Apologizing	
“sorry”,	“oops”,	“my	fault”,	“excuse	me”
Gratitude	
“thanks”,	“appreciate”
Imposition	minimizers	
“it’s	ok”,	“don’t	worry”,	“no	big	deal”,	“you’re	good”
Hedges	
“just”,		“a	little”,	“kind	of”,	“sort	of”

Brown	and	Levinson	(1978),	Culpepper	(1976),	Pennebaker et	al.	(2007),	Danescu-Niculescu-Mizil et	al	(2013)



What	is	politeness?

Politeness	addresses	two	basic	desires
(1)	Negative	Politeness:		Desire	not	to	be	told	what	to	
do
(2)	Positive	Politeness:		Desire	to	be	paid	respect
◦ Emphasize	your	value	and	our	relationship

"Hey,	that	was	a	really	beautifully	written	review,	
you	must	have	spent	a	lot	of	time	on	it!!”

[Goffman	1967;		Lakoff 1973;		Brown	and	Levinson,	1978]



Cues	for	Positive	Politeness

Formal	titles	
“ma'am”,	“sir”,	“Mr."
Introductions	
“Hello”,	“My	name	is”,	“I’m	Officer	X”
Sympathy	or	concern:	mentioning	safety
“Drive	safely”

Brown	and	Ford	(1961),	Culpepper	(1976),	Brown	and	Levison (1978),	
Pennebaker et	al.	(2007),	Danescu-Niculescu-Mizil et	al.	(2013)



Train	a	simple	supervised	classifier

•Linear	regression
•Using	these	linguistic	features
•414	human	labeled	utterances	
training
•Result:
•Cross-validated	R2 of	.258
•RMSE	.840	compared	to	human-to-
human	RMSE	.842



What	kind	of	utterances	are	
high	in	respect?

Apologies
Gratitude
Reassurance
Safety
Formal	titles



Now	run	the	classifier	on	
36,738	utterances

For	each	utterance	we	have:
• Automatically	assigned	respect	score
• Automatically	assigned	formality	
score



Sample	classified	utterances

PS
YC

HO
LO

G
IC

A
L

A
N

D
CO

G
N

IT
IV

E
SC

IE
N

CE
S

In this study, we therefore develop computational linguistic
models of respect and formality and tune them on the 414 indi-
vidual utterances; in study 3, we apply these models to our full
dataset of 36,738 utterances. Our method is based on linguistic
theories of respect that model how speakers use respectful lan-
guage (apologizing, giving agency, softening of commands, etc.)
to mitigate “face-threatening acts.” We use computational lin-
guistic methods (e.g., refs. 23–26) to extract features of the lan-
guage of each officer utterance. The log-transformed counts of
these features are then used as independent variables in two
linear regression models predicting the perceptual ratings of
Respect and Formality from study 1.

Our model-assigned ratings agree with the average human
from study 1 about as well as humans agree with each other.
Our model for Respect obtains an adjusted R

2 of 0.258 on the
perceptual ratings obtained in study 1, and a root-mean-square
error (RMSE) of 0.840, compared with an RMSE of 0.842 for
the average rater relative to other raters. Our model for Formal-
ity obtains an adjusted R

2 of 0.190, and an RMSE of 0.882 com-
pared with 0.764 for the average rater (see SI Appendix, Model

Comparison to Annotators for more details on how these values
were calculated). These results indicate that, despite the sophis-
ticated social and psychological cues participants are likely draw-
ing upon in rating officers’ utterances, a constrained set of objec-
tively measurable linguistic features can explain a meaningful
portion of the variance in these ratings.

Fig. 2 lists the linguistic features that received significant
weights in our model of Respect (arranged by their model coef-
ficients). For example, apologizing, gratitude, and expressions of
concern for citizen safety are all associated with respect. The
bars on the right show the log-odds of the relative proportion
of interactions in our dataset taken up by each feature, where
negative numbers mean that a feature comprised a larger pro-
portion of officers’ speech in interactions with black community
members and positive numbers mean the same for interactions

Fig. 2. (Left) Respect weights assigned by final model to linguistic features
and (Right) the corresponding log-odds of those features occurring in officer
speech directed toward black versus white community members, calculated
using Fisher’s exact test. †P < 0.1; ⇤P < 0.05; ⇤⇤P < 0.01; ⇤⇤⇤P < 0.001.

Fig. 3. Sample sentences with automatically generated Respect scores. Fea-
tures in blue have positive coefficients in the model and connote respect,
such as offering reassurance (“no problem”) or mentioning community
member well-being (“drive safe”). Features in red have negative coefficients
in the model and connote disrespect, like informal titles (“my man”), or dis-
fluencies (“that- that’s”).

with white community members. Example utterances containing
instances of the highest-weighted features for the Respect model
are shown in Fig. 3. See SI Appendix, Study 2 for full regres-
sion outputs and more detailed discussion of particular linguistic
findings.

Study 3: Racial Disparities in Respect. Having demonstrated that
people can reliably infer features of procedural justice from offi-
cer speech (study 1), and that these ratings can be reliably pre-
dicted from statistical models of linguistic features (study 2), we
are now able to address our central question: Controlling for
contextual factors of the interaction, is officers’ language more
respectful when speaking to white as opposed to black commu-
nity members?

We apply our models from study 2 to the entire corpus of tran-
scribed interactions to generate predicted scores for Respect and
Formality for each of the 36,738 utterances in our dataset. We
then build linear mixed-effects models for Respect and Formal-
ity over these utterances. We include, as covariates in our pri-
mary model, community member race, age, and gender; officer
race; whether a search was conducted; and the result of the stop
(warning, citation, or arrest). We include random intercepts for
interactions nested within officers.

Controlling for these contextual factors, utterances spoken by
officers to white community members score higher in Respect
[� = 0.05 (0.03, 0.08)]. Officer utterances were also higher in

Voigt et al. PNAS Early Edition | 3 of 6



Is	there	an	effect	of	race	
across	all	36,738	utterances?

Linear	mixed-effects	model	coding	for	many	
factors
Random	intercepts	for	interactions	nested	
within	officers



Results

(1)	Officers	are	more	respectful	to	
older	drivers



Results
(2)	Officers	are	more	respectful	to	
white	drivers
◦No	significant	disrespect	to	black	drivers
◦Just	extra	respect	to	white	drivers

Some	examples?



More	positive	politeness	to	
white	drivers:	Formal	titles

"All	right,	sir,	take	care."
"Okay,	ma'am.	Do	you	have	your	insurance	
and	registration,	ma'am?"
"All	right,	sir,	I'm	just	going	to	give	you	a	
citation	for	the	cell	phone	use,	okay?"
"All	right	Mr.	X,	listen.	I'm	going	to	let	you,	
uh,	go	with	a	verbal	warning	tonight"



More	positive	politeness	to	white	
drivers:	Concern	for	driver	safety

"Okay.	All	right.	Drive	safely.	All	right?"

"All	right.	You	have	a	safe	night,	okay?"

"So	I'm	just	glad	you're	safe.	You're	cool.	Right?	
It	just	take	a	little	bit	of,	like,	distraction	to,	to	
get	someone	hurt.	You	know?	And I	just	want	
you	and	your	baby	to	be	safe."



More	negative	politeness	to	white	
drivers:	Reassurance	and	Downplayers

"No	problem.	I	understand.	Just	your	license,	
please."
"Yeah.	Don't	worry	about	that.	It's	all	good.
"No	big	deal,	just	make	sure	you	get	those	
things	fixed.
"Just have	uh,	anybody	sign	the	back	of,	the	
back	of	that,	to	just uh,	just prove	that	it's	
been	taken	care	of."



Could	this	be	an	artifact	of	
some	confounding	variable?



The	racial	disparity	in	respect	is	not	
an	effect	of	officer	race

Respect when spoken to older [� = 0.07 (0.05, 0.09)] community
members and when a citation was issued [� = 0.04 (0.02, 0.06)];
Respect was lower in stops where a search was conducted [� =
−0.08 (−0.11, −0.05)]. Officer race did not contribute a signifi-
cant effect. Furthermore, in an additional model on 965 stops for
which geographic information was available, neither the crime
rate nor density of businesses in the area of the stop were sig-
nificant, although a higher crime rate was indicative of increased
Formality [� = 0.03 (0.01, 0.05)].

One might consider the hypothesis that officers were less
respectful when pulling over community members for more
severe offenses. We tested this by running another model on
a subset of 869 interactions for which we obtained ratings of
offense severity on a four-point Likert scale from Oakland Police
Department officers, including these ratings as a covariate in
addition to those mentioned above. We found that the offense
severity was not predictive of officer respect levels, and did not
substantially change the results described above.

To consider whether this disparity persists in the most “every-
day” interactions, we also reran our analyses on the subset of
interactions that did not involve arrests or searches (N = 781),
and found the results from our earlier models were fundamen-
tally unchanged. Full regression tables for all models described
above are given in SI Appendix, Study 3.

Another hypothesis is that the racial disparities might have
been caused by officers being more formal to white community
members, and more informal or colloquial to black community
members. However, we found that race was not associated with
the formality of officers’ utterances. Instead, utterances were
higher in Formality in interactions with older [� = 0.05 (0.03,
0.07)] and female [� = 0.02 (0.00, 0.04)] community members.

Are the racial disparities in the respectfulness of officer speech
we observe driven by a small number of officers? We calculated
the officer-level difference between white and black stops for
every officer (N = 90) in the dataset who had interactions with
both blacks and whites (Fig. 4). We find a roughly normal dis-
tribution of these deltas for officers of all races. This contrasts
with the case of stop-and-frisk, where individual outlier officers
account for a substantial proportion of racial disparities (27); the
disparities we observe here cannot be explained by a small num-
ber of extreme officers.

Because our model is able to generate scores across all utter-
ances in our dataset, we can also consider aspects of the trajec-
tory of interactions beyond the mean level of respect (Fig. 5).
Growth-curve analyses revealed that officers spoke with greater
Respect [b = 0.35 (0.29, 0.40)] and reduced Formality [b = −0.57
(−0.62, −0.53)] as interactions progressed. However, these tra-
jectories varied by community member race: Although stops of
white and black drivers converged in the Formality expressed
during the interaction [b = −0.09 (−0.13, −0.05)], the gap in
Respect increased over time [b = 0.10 (0.05, 0.15)]. That is, offi-
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Fig. 4. Kernel density estimate of individual officer-level differences in
Respect when talking to white as opposed to black community members,
for the 90 officers in our dataset who have interactions with both blacks
and whites. More positive numbers on the x axis represent a greater posi-
tive shift in Respect toward white community members.

cer Respect increased more quickly in interactions with white
drivers [b = 0.45 (0.38, 0.54)] than in interactions with black
drivers [b = 0.24 (0.19, 0.29)].

Discussion. Despite the formative role officer respect plays in
establishing or eroding police legitimacy (7), it has been impos-
sible to measure how police officers communicate with the pub-
lic, let alone gauge racial disparities in officer respect. However,
body-worn cameras capture such interactions every day. Compu-
tational linguistic techniques let us examine police–community
contacts in a manner powerful enough to scale to any number
of interactions, but sensitive enough to capture the interpersonal
qualities that matter to the police and public alike.

In doing so, we first showed that people make consistent
judgments about such interactions from officers’ language, and
we identified two underlying, uncorrelated constructs perceived
by participants: Respect and Formality. We then built compu-
tational linguistic models of these constructs, identifying cru-
cial positive and negative politeness strategies in the police–
community interactional context. Applying these models to an
entire month of vehicle stops, we showed strong evidence for
racial disparities in Respect, but not in Formality: Officers’
language is less respectful when speaking to black community
members.

Indeed, we find that white community members are 57% more
likely to hear an officer say one of the most respectful utterances
in our dataset, whereas black community members are 61% more
likely to hear an officer say one of the least respectful utterances
in our dataset. (Here we define the top 10% of utterances to be
most respectful and the bottom 10% to be least respectful.)

This work demonstrates the power of body camera footage
as an important source of data, not just as evidence, address-
ing limitations with methodologies that rely on citizens’ recollec-
tion of past interactions (10) or direct researcher observation of
police behavior (17–20). However, studying body camera footage
presents numerous hurdles, including privacy concerns and the
raw scale of the data. The computational linguistic models pre-
sented here offer a path toward addressing both these concerns,
allowing for the analysis of transcribed datasets of any size, and
generating reliable ratings of respect automatically. These mod-
els have the potential to allow for useful information about an
interaction to be extracted while maintaining officer and com-
munity member privacy.

The racial disparities in officer respect are clear and consistent,
yet the causes of these disparities are less clear. It is certainly
possible that some of these disparities are prompted by the lan-
guage and behavior of the community members themselves, par-
ticularly as historical tensions in Oakland and preexisting beliefs
about the legitimacy of the police may induce fear, anger, or
stereotype threat. However, community member speech cannot
be the sole cause of these disparities. Study 1 found racial dis-
parities in police language even when annotators judged that
language in the context of the community member’s utterances.
We observe racial disparities in officer respect even in police
utterances from the initial 5% of an interaction, suggesting that
officers speak differently to community members of different
races even before the driver has had the opportunity to say much
at all.

Regardless of cause, we have found that police officers’ inter-
actions with blacks tend to be more fraught, not only in terms
of disproportionate outcomes (as previous work has shown) but
also interpersonally, even when no arrest is made and no use of
force occurs. These disparities could have adverse downstream
effects, as experiences of respect or disrespect in personal inter-
actions with police officers play a central role in community
members’ judgments of how procedurally fair the police are as
an institution, as well as the community’s willingness to support
or cooperate with the police (8, 9).

6524 | www.pnas.org/cgi/doi/10.1073/pnas.1702413114 Voigt et al.



Maybe	the	disparity	is	caused	by	
police	being	less	respectful	in	high-
crime	neighborhoods

Nope



Or	just	being	less	respectful	to	
men

Nope



Maybe	the	racial	difference	is	caused	by	police	
being	less	respectful	to	criminals?

To	test	this	hypothesis:
◦Remove	all	stops	where	a	driver	was	searched
◦Criminals	on	probation	or	parole	can	be	freely	
searched	(and	therefore	are	searched)

Police	are	still	more	respectful	to	white	
drivers



Maybe	the	racial	difference	is	because	
the	raters	are	college	students	

Replicated	the	lab	study	with	large,	racially	diverse	sample	

Police	still	more	respectful	to	white	drivers
◦Participant	race	doesn't	matter



Maybe	police	are	more	polite	to	
white	people	because	they	are	
stopped	for	more	minor	offenses?

Expired	
registration	

Running	a	
stop	sign

Severity

Broken	tail	light Speeding

We	asked	police	officers	to	code	every	
stop	for	severity	of	the	infraction

1

4
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Black	motorists	are	stopped	for	
less	severe	violations	than	whites



Maybe	racial	disparity	in	respect	caused	
by	racial	differences	in	outcome?

(i.e.	whether	the	driver	got	a	citation	or	
was	let	off	with	a	warning)?

Nope.



Maybe	the	racial	disparity	is	only	in	
words,	not	tone	of	voice

◦Prosody	is	an	important	cue	to	social	
meaning!

◦Are	there	racial	differences	in	police	
prosody?



We	replicated	the	lab	study	with	
prosody	only

~15	second	tiles	of	officer	speech
◦Mundane	traffic	stops,	male	drivers
◦ Low-pass	filtered

Get	humans	to	label:
◦Respectful/Talking	Down
◦Tense/At	Ease
◦Friendly/Cold

Preliminary	results



Police	prosody

Talking	down:

Respectful:



Do	people	detect	prosodic	differences	
associated	with	driver	race?

Small	but	significant	effects	of	race	in	our	
pilot
Officers	are	more	respectful,	warm,	at	ease	
when	talking	to	white	drivers

Preliminary	results



We	can't	be	certain	yet	what	
causes	these	racial	disparities

(1)	Disparities	don't	necessarily	mean	racial	bias	
on	the	part	of	officers
(2)	Disparities	might	also	be	partially	caused	by	
driver	language
But	driver	language	can't	be	sole	or	major	cause
◦ Lab	study	found	racial	disparities	even	when	rated	in	
context	of	driver's	utterances	

◦We	found	racial	disparities	at	the	very	initial	seconds	
of	the	interaction



Racial	disparity	in	respect	at	every	
stage	of	the	interaction



Officers	become	less	formal	across	
the	conversation

No	effect	of	race.



Could	respect	have	
implications	for	escalation?

We	looked	at	Anger	and	Swear	words	in	
driver	language
When	officers	are	more	respectful,	are	
drivers	less	angry?	
Initial	study:
◦Officer	respect	in	first	half	of	interaction
◦Motorist	anger	in	second	half

Work	in	progress	



Yes!	Office	respect correlates	with	
lower	driver	anger
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Conclusions
Police	officers	in	our	study	are	less respectful
to	black	community	members
◦Even	in	everyday	encounters with	no	arrests,	
searches,	uses	of	force
◦Even	though	black	community	members	are	
stopped	for	less	severe	offenses
◦ In	words	and	tone	of	voice
Respect	matters	for	fairness	but	also	for	
everyone's	safety
◦Officer	respect	is	associated	with	lower	driver	
anger



Study	2	(Work	in	Progress)
Can	we	model	the	richer	dialog	
structure	of	police	interactions	with	
community	members?

Vinod	
Prabhakaran

Camilla	
Griffiths

Jennifer
Eberhardt

Prateek
Verma

Nelson
Morgan

Hang	Su



"task-oriented	dialogs	have	a	
structure	that	closely	parallels	
the	structure	of	the	task"

Barbara	Grosz



58

OFFICER: Sir,	hello,	my	name's	Officer	[NAME]	of	the	Oakland	Police	
Department.

MALE: Hi.
OFFICER: The	reason	why	I	pulled	you	over	is	when	you	passed	me	back	

there	you	were	texting	or	talking	on	your	cell	phone.
MALE: I	was	looking	at	a	text,	yes.
OFFICER: Okay.	Do	you	have	um,	what	year	is	the	car	you're	driving?
MALE: It's	a	2010.
OFFICER: 2010.	And	do	you	still	live	in [ADDRESS]?
MALE: Yes.

[...]
OFFICER: All	right,	sir.	This	is	a	citation	for	having	your	cell	phone	in	your	

hand […] It's	not	a	moving	violation.	[… ]You	actually	have	two	
months	… to	take	care	of	the	citation,	okay?	Please	drive	
carefully.

MALE: Okay.
OFFICER: Thank	you.

Greeting Giving	
Reason

Issuing	
Sanction

Good	Bye

Asking	Details



Dialog	structure	has	policy	implications!

1. Departments	require	officers	to	give	
the	driver	the	reason for	the	stop:

"The	reason	why	I	pulled	you	over	is	when	you	
passed	me	back	there	you	were	texting	or	
talking	on	your	cell	phone."

2. Could	delaying	these	explanations	lead	
to	problematic	or	escalating	
encounters?



Is	this	your	car?	Do	you	live	here?

Black	community	members	complain	they	
get	asked	intrusive	and	investigatory	
questions,	especially	in	certain	
neighborhoods.

Are	there	differences	in	who	gets	asked	
these	questions?

Epp,	Charles	R.,	Steven	Maynard-Moody,	and	Donald	P.	Haider-Markel. 2014.	
Pulled	over:	How	police	stops	define	race	and	citizenship.	University	of	Chicago.



What	kind	of	dialogue	structure?
Institutional	Dialog	Acts

Institutional	Talk	(Heritage	2005)
1. Speech	Acts
2. Dialog	Acts:	conversational	analytic	structure	

(Schegloff etc.)
◦ Greetings
◦ Farewells
3. Adds	task-related	structure	related	to	scripts
◦ Asking	for	documents
◦ Issuing	a	citation



Some	of	the	Dialog	Acts

Greetings (“Hey,	how	are	you?”)

Giving	Reason	(“The	reason	I	stopped	you	is	…”)

Asking	for	Documents	(Insurance/License/	etc.)

Issuing	Sanction	(Citation/Warning/Fix-it	Ticket)

Drive	Safe	(“Drive	safely	now”)

Offering	Help	(“Do	you	need	help?”)

Inquiring	Ownership	(“Is	this	your	car?”)

Mentioning	Lenience	(“I'll	give	you	a	break.”)
62



Classifying	21	Dialog	Acts

Data
◦Total	number	of	annotated	vehicle	stops:	 113
◦Total	number	of	turns:	 4245



Classifying	21	Dialog	Acts

Features:
o position	in	discourse,	length	of	utterance
o neural	embeddings,	n-grams,	lexicons,	regular	expressions
o dependency	parse	features
o unsupervised	topic	assignments

Classification	Algorithm:
o Linear	SVM	one-vs-rest	multi-class	classification
o (Convolutional	nets,	MLPs,	CRFs,	all	about	the	same)



Detecting	Institutional	Dialog	Acts

75
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Now	run		this	classifier	on	all	900	
vehicle	stops

Are	conversations	with	black	drivers	
structured	differently	than	with	
white	drivers?

66

Preliminary	results



Blacks	are	told	the	reason for	
the	stop	later	than	whites
After	asking	for	a	license	instead	of	
right	away

Preliminary	results



Lenience:	Blacks	are	twice	as	likely	
to	be	told	they	are	getting	off	easy

"I'm	doing	you	a	favor."
"Oh,	I'm	giving	you	a	big	break	today."
"I'm	going	to	let	you	off	with	a,	a	warning	
today."
"I'll	tell	you	what,	we'll	let	you,	uh,	slide	on	
that,	all	right?"

Implying	they	actually	deserve	more	serious	
punishments

Preliminary	results



Even	though	police	are	not	actually	
more	lenient	to	blacks:

Blacks	and	whites	are	equally	likely	to	
be	let	off	with	a	warning
And	recall	that	blacks	are	stopped	for	
less	serious	offenses



Blacks	more	likely	to	be	asked
if	this	is	their	car

"Is	this	your	car,	boss?"
"Does	the	car	belong	to	you?"
"And	uh,	is	this	your	car	registered	to	
you,	sir?"
"So	who	does	this- does	this	car	
belong	to	you?"

Preliminary	results



Could	presence/absence	of	events	
have	implications	for	escalation?	

Do	police	give	REASON in	first	10	turns?
0

0.1

0.2

Driver	Anger words

No
Reason

Yes
Reason

Preliminary	results



Conclusion
Black	community	members	experience	very	
different	police	conversations	than	whites
Whites	are	more	likely:
◦ To	be	told	the	reason	for	the	stop
◦ To	have	the	officer	express	concern	for	their	safety

Blacks	are	more	likely
◦ To	be	asked	if	this	is	their	car
◦ To	be	told	that	the	officer	is	"cutting	them	a	break"

These	differences	may	lead	to	more	driver	anger	
and	negative	emotion
◦ Important	implications	for	escalation	and	safety



Moving	toward	scalability
Can	we	do	this	from	raw	speech?

Collaboration	with	ICSI	Berkeley	
Can	we	do	this	task	without	hiring	human	
transcribers?
Required	if	there	is	any	chance	of	doing	such	
studies	across	the	country

Prateek
Verma

Nelson	
Morgan

Hang
Su

Vinod	
Prabhakaran

Jennifer
Eberhardt



Dialog	Acts	from	raw	speech
(work	in	progress)

We	built	modern	deep	bi-directional	
neural	speech	recognition	systems	
◦Trained	on	police	data
◦Plus	renoised Switchboard
◦Plus	data	augmentation	(vocal	tract	and	
frame	shift)

Vinodkumar Prabhakaran,	Camilla	Griffiths,	Hang	Su,	Prateek Verma,	Nelson	Morgan,	
Jennifer	Eberhardt,	and	Dan	Jurafsky.	2018. Detecting	Institutional	Dialog	Acts	in	
Police	Traffic	Stops. Proceedings	of	the	Transactions	of	Association	for	
Computational	Linguistics	(TACL)



Conversational	Event	Detection

Diarize ASR
PC DP
D PP

N-Best	List
Drive	safely
Drive	safe
Drive	a	safe
Drive	safety Event

Detect
SAFETY



Diarization:	Who's	talking?

P
DDP P P

DP P P DPP P P PC C C C C C C C P
D CDP P P

DP P P DPP P P PP
DP P P

DP P P PP P P PC C C C C C C C P
D CDP P P

DP P P DPP P P PP P P P P PP P P P

Various	detectors	for	each	kind	of	speech
◦Noise
◦Police	versus	community	member
◦Dispatch
◦Police	speech	to	dispatch



Diarization:	Police	voice	activity	
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Which	Dialog	Act	occurs	in	this	single	turn?	
(work	in	progress)	
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We	may	not	need	to	detect	all the	
institutional	acts	in	a	stop.

We	may	just	want	to	know	if	a	
specific	act	happened	or	not
◦Did	the	officer	give	a	reason	for	a	
stop?
◦Was	the	community	member	
asked		intrusive	questions?



Does	a	Dialog	Act	occur	anywhere	in	a	stop?
Binary	classification	(work	in	progress)	
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Work	in	progress	going	forward
Extending	our	work	on	detecting	anger	
and	negative	emotion	in	the	speech	of	
the	community	members
• Disrespect
• Compliance
• Anxiety
• Escalation
• For	this	task	we	have	video!!!!



Work	in	progress
Can	we	use	insights	from	our	study	to	improve	
officer	training?

• Together	with	Oakland	police	staff
• We	developed	training	materials	based	on	
procedural	justice
• Using	examples	of	"good"	and	"bad"	stop	
interactions

• This	summer:	look	at	results	before	and	after	
training
• Does	training	improve	
officer-community	interaction?



Work	in	progress
• Adding	data	from	more	police	departments	
• Effect	on	police-community	interaction	of	
traumatic	shootings
• Linguistics	of	prosody
• Better	speech	recognition	and	diarization



Conclusions

The	first	automated	NLP-based	analysis	
of	police	body	camera	footage
◦Confirms	reports	about	disparate	
treatment	of	black	Americans
◦Will	(we	hope)	allow	us	to	measure	and	
improve	officer	training	



Extracting	Social	Meaning	
from	Language
Police	language	is	one	kind	of	social	meaning
Other	kinds	of	social	meaning	we	work	on:
◦Political	language	
◦ Framing	of	immigrants	or	minorities	
◦ Agenda-setting	in	government-controlled	media
◦Toxic	speech
◦ Reddit	communities	attacking	each	other
◦ Gendered	condescension	in	comments
◦Schizophrenia	diagnosis	from	interviews



A	short	taste	of	our	work	on	
another	social	language	area
Computational	linguistics	applied	to	
linguistic	and	cultural	change



Relational	models	of	word	meaning	
in	linguistics	and	cognitive	science

Ferdinand	de	Saussure
Signs	are	defined	by	their	relationship with	each	
other

Ludwig	Wittgenstein	(PI	#43):
"The	meaning	of	a	word	is	its	use in	the	language"

Zellig Harris	(1954):	
“If	A	and	B	have	almost	identical	environments we	
say	that	they	are	synonyms"

Osgood,	Suci,	Tanenbaum	(1957)
Meaning	as	a	continuous,	dimensioned	Euclidean	
semantic	space	defined	by	orthogonal	dimensions



Modern	relational	model	of	meaning
Focus	on	similarity

Each	word	represented	by	a	vector
◦a	list	of	numbers	=	
◦ a	point	in	space

Similar	words	are	"nearby	in	space"

handleg

eye
difficulty

problem

situation
condition



Distributional	semantics:
Define	a	word	as	a	vector

A	vector	is	called	an	"embedding"	because	it's	
embedded	into	a	space
Common:	
◦Word2Vec	(Mikolov et	al.	2013)
◦300-dimensional	vector
Vectors	are	learned	iteratively
◦Make	vectors	for	a	word	look	like the	vectors	for	
its	neighbor
◦Make	vectors	for	a	word	look	different than	
vectors	for	other	words	
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banana

Iteratively	learning	embeddings

banana

peel
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Embeddings are	the	fundamental	
way	to	represent	words	in	
computational	linguistics

• Parsing
• Thematic	role	labeling
• Coreference Resolution
• Word	sense	disambiguation
• Machine	Translation
• Question	Answering
• Summarization



Can	embeddings help	us	test	
theories	of	linguistic	change?	



Towards	a	Computational	Historical	
Semantics
William	L.	Hamilton,	Jure	Leskovec,	and	Dan	Jurafsky.	2016.	Diachronic	Word	Embeddings Reveal	
Statistical	Laws	of	Semantic	Change.	Proceedings	of	ACL	2016.

William	L.	Hamilton,	Jure	Leskovec,	Dan	Jurafsky.	2016.	Cultural	Shift	or	Linguistic	Drift?	Comparing	
Two	Computational	Models	of	Semantic	Change.	Proceedings	of	EMNLP	2016.

William	L.	Hamilton,	Kevin	Clark,	Jure	Leskovec,	Dan	Jurafsky.	2016.	Inducing	Domain-Specific	
Sentiment	Lexicons	from	Unlabeled	Corpora.	Proceedings	of	EMNLP	2016.

Jure LeskovecWill Hamilton



Testing	theories	of	semantic	
change

The	role	of	frequency	and	polysemy
Semantic	bleaching
Increasing	subjectification over	time	
(Traugott and	Dasher	1992)
Semantic	differentiation	(Bréal 1897)



Role	of	frequency	in	change?

Frequent	words	change	faster	
•Lenition	(phonetic	reduction)	happens	in	frequent	
words

Frequent	words	change	slower
•High	frequency	words	are	more	resistant	to	
morphological	regularization
• Bybee,	2007;	Pagel et	al.,	2007;	etc.)



Role	of	polysemy/homonymy	
in	change
The	number	of	senses	a	word	has
◦ Bank	(1)	sloping	land	(2)	financial	institution

•Words	gain	senses	as	they	drift	(Bréal,	1897;	Wilkins,	
1993;	Hopper	and	Traugott,	2003)	

• Polysemous words	occur	in	more	diverse	contexts,	
affecting	lexical	access	speed	(Adelman	et	al.,	2006)	and	
rates	of	L2	learning	(Crossley	et	al.,	2010).	

But	does	that	make	them	faster	or	slower	to	
change?



Diachronic	word	embeddings for	
studying	language	change!

9
8

1900 1950 2000

vs.

Word vectors for 1920 Word vectors 1990

“dog” 1920 word vector
“dog” 1990 word vector



Visualizing	changes	in	meaning

Project	300	dimensions	down	into	2

~30	million	books,	1850-1990,	Google	Books	data



Statistical	laws	of	semantic	change

100



Results	across	languages

101

Effect	of	frequency
(consistently	negative)

Effect	of	polysemy
(consistently	positive)



102

The	evolution	of	connotation
Negative	sentiment	words	change	faster	than	positive	words



Embeddings reflect	cultural	bias

Ask	“Paris	:	France	::	Tokyo	:	x”	
◦ x	=	Japan

Ask	“father	:	doctor	::	mother	:	x”	
◦ x	=	nurse

Ask	“man	:	computer	programmer	::	woman	:	x”	
◦ x	=	homemaker

Bolukbasi,	Tolga,	Kai-Wei	Chang,	James	Y.	Zou,	Venkatesh Saligrama,	and	Adam	
T.	Kalai.	2016.	"Man	is	to	computer	programmer	as	woman	is	to	homemaker?	
Debiasing word	embeddings."	In NIPS.	4349-4357.



Historical	embedding:	a	tool	to	
investigate	history	of	cultural	biases

Nikhil	Garg,	Londa Schiebinger,	Dan	Jurafsky,	James	
Zou.	2018.	Word	embeddings quantify	100	years	of	
gender	and	ethnic	stereotypes.	Proceedings	of	the	
National	Academy	of	Sciences	2018.

Nikhil	Garg Londa Schiebinger James	Zou



Historical	embedding:	a	tool	to	
investigate	cultural	biases

Take	the	historical	embeddings from	the	
previous	paper
Compute historical	biases	of	words:	
◦ Gender	bias:	how	much	closer	a	word	is	to	"woman"	
synonyms	than	"man"	synonyms.

◦ Ethnic	bias:	how	much	closer	a	word	is	to	last	names	
of	a	given	ethnicity	than	to	names	of	Anglo	ethnicity

◦ Correlate	with	occupational	data	from	historical	
census

Look	at	how	all	these	change	over	time



Historical	embedding:	a	tool	to	
investigate	cultural	biases
Is	the	word	"nurse"	or	"carpenter"	closer	to	the	word	
"man"	or	"woman"?
Embedding	bias	reflects	actual	gender	differences	in	
occupations

Our results demonstrate that word embeddings are a power-
ful lens through which we can systematically quantify common
stereotypes and other historical trends. Embeddings thus provide
an important quantitative metric which complements existing,
more qualitative, linguistic and sociological analyses of biases. In
Embedding Framework Overview and Validations, we validate that
embeddings accurately capture sociological trends by comparing
associations in the embeddings with census and other externally
verifiable data. In Quantifying Gender Stereotypes and Quantifying

Ethnic Stereotypes we apply the framework to quantify the change
in stereotypes of women, men, and ethnic minorities. We further
discuss our findings in Discussion and provide additional details
in Materials and Methods.

Embedding Framework Overview and Validations

In this section, we briefly describe our methods and data and
then validate our findings. We focus on showing that word
embeddings are an effective tool to study historical biases and
stereotypes by relating measurements from these embeddings
to historical census and survey data. The consistent replication
of such historical data, both in magnitude and in direction of
biases, validates the use of embeddings in such work. This section
extends the analysis of refs. 20 and 21 in showing that embed-
dings can also be used as a comparative tool over time as a
consistent metric for various biases.

Summary of Data and Methods. We now briefly describe our
datasets and methods, leaving details to Materials and Methods

and SI Appendix, section A. All of our code and embeddings
are available publicly⇤. For contemporary snapshot analysis, we
use the standard Google News word2vec vectors trained on the
Google News dataset (24, 25). For historical temporal analysis, we
use previously trained Google Books/Corpus of Historical Amer-
ican English (COHA) embeddings, which are a set of nine embed-
dings, each trained on a decade in the 1900s, using the COHA
and Google Books (26). As additional validation, we train, using
the GLoVe algorithm (27), embeddings from the New York Times

Annotated Corpus (28) for every year between 1988 and 2005. We
then collate several word lists to represent each gender† (men,
women) and ethnicity‡ (White, Asian, and Hispanic), as well as
neutral words (adjectives and occupations). For occupations, we
use historical US census data (29) to extract the percentage of
workers in each occupation that belong to each gender or ethnic
group and compare it to the bias in the embeddings.

Using the embeddings and word lists, one can measure the
strength of association (embedding bias) between neutral words
and a group. As an example, we overview the steps we use to quan-
tify the occupational embedding bias for women. We first com-
pute the average embedding distance between words that repre-
sent women—e.g., she, female—and words for occupations—e.g.,
teacher, lawyer. For comparison, we also compute the average
embedding distance between words that represent men and the
same occupation words. A natural metric for the embedding bias

⇤All of our own data and analysis tools are available on GitHub at https://github.com/
nikhgarg/EmbeddingDynamicStereotypes. Census data are available through the Inte-
grated Public Use Microdata Series (29). We link to the sources for each embedding
used in Materials and Methods.

†There is an increasingly recognized difference between sex and gender and thus
between the words male/female and man/woman, as well as nonbinary categories. We
limit our analysis to the two major binary categories due to technical limitations, and
we use male and female as part of the lists of words associated with men and women,
respectively, when measuring gender associations. We also use results from refs. 6 and
7 which study stereotypes associated with sex.

‡When we refer to Whites or Asians, we specifically mean the non-Hispanic subpopu-
lation. For each ethnicity, we generate a list of common last names among the group.
Unfortunately, our present methods do not extend to Blacks due to large overlaps in
common last names among Whites and Blacks in the United States.

is the average distance for women minus the average distance for
men. If this value is negative, then the embedding more closely
associates the occupations with men. More generally, we com-
pute the representative group vector by taking the average of the
vectors for each word in the given gender/ethnicity group. Then
we compute the average Euclidean distance between each repre-
sentative group vector and each vector in the neutral word list of
interest, which could be occupations or adjectives. The difference
of the average distances is our metric for bias—we call this the
relative norm difference or simply embedding bias.

We use ordinary least-squares regressions to measure asso-
ciations in our analysis. In this paper, we report r2 and the
coefficient P value for each regression, along with the intercept
confidence interval when relevant.

Validation of the Embedding Bias. To verify that the bias in the
embedding accurately reflects sociological trends, we compare
the trends in the embeddings with quantifiable demographic
trends in the occupation participation, as well as historical sur-
veys of stereotypes. First, we use women and minority ethnic
participation statistics (relative to men and Whites, respectively)
in different occupations as a benchmark because it is an objective
metric of social changes. We show that the embedding accu-
rately captures both gender and ethnic occupation percentages
and consistently reflects historical changes.

Next, we validate that the embeddings capture personality trait
stereotypes. A difficulty in social science is the relative dearth of
historical data to systematically quantify stereotypes, which high-
lights the value of our embedding framework as a quantitative
tool but also makes it challenging to directly confirm our findings
on adjectives. Nevertheless, we make use of the best available
data from historical surveys, gender stereotypes from 1977 and
1990 (6, 7) and ethnic stereotypes from the Princeton trilogy
from 1933, 1951, and 1969 (8–10).
Comparison with women’s occupation participation. We investi-
gate how the gender bias of occupations in the word embeddings
relates to the empirical percentage of women in each of these
occupations in the United States. Fig. 1 shows, for each occu-
pation, the relationship between the relative percentage (of
women) in the occupation in 2015 and the relative norm dis-
tance between words associated with women and men in the
Google News embeddings. (Occupations whose 2015 percent-
age is not available, such as midwife, are omitted. We further
note that the Google News embedding is trained on a corpus

Librarian

Secretary

Carpenter

Nurse

Engineer

Mechanic

Housekeeper

Dancer

Women Occupation % Difference

Fig. 1. Women’s occupation relative percentage vs. embedding bias in
Google News vectors. More positive indicates more associated with women
on both axes. P < 10�10, r2 = 0.499. The shaded region is the 95% boot-
strapped confidence interval of the regression line. In this single embedding,
then, the association in the embedding effectively captures the percentage
of women in an occupation.
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Embeddings reflects	gender	bias	in	
occupations	across	time	(1910-1990)
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over time, and so the 2015 occupations are not an exact com-
parison.) The relative distance in the embeddings significantly
correlates with the occupation percentage (P < 10�10, r2 =
0.499). It is interesting to note that the regression line nearly
intersects the origin [intercept in (�0.021,�0.002)]: Occupa-
tions that are close to 50–50 in gender participation have
small embedding bias. These results suggest that the embed-
ding bias correctly matches the magnitude of the occupation
frequency, along with which gender is more common in the
occupation.

We ask whether the relationship between embedding and
occupation percentage holds true for specific occupations. We
perform the same embedding bias vs. occupation frequency anal-
ysis on a subset of occupations that are deemed “professional”
(e.g., nurse, engineer, judge; full list in SI Appendix, section
A.3) and find nearly identical correlation [P < 10�5, r2 =0.595,
intercept in (�0.026, 0)]. We further validate this association
using different embeddings trained on Wikipedia and Common
Crawl texts instead of Google News; see SI Appendix, section B.1
for details.

The Google News embedding reveals one aggregate snapshot
of the bias since it is trained over a pool of news articles. We
next analyze the embedding of each decade of COHA from 1910
to 1990 separately to validate that for a given historical period,
the embedding bias from data in that period accurately reflects
occupation participation. For each decade, the embedding gen-
der bias is significantly correlated with occupation frequency
(P  0.003, r2 � 0.123), as in the case with the Google News
embedding; however, we note that the intercepts here show a
consistent additional bias against women for each decade; i.e.,
even occupations with the same number of men and women are
closer to words associated with men.

More importantly, these correlations are very similar over the
decades, suggesting that the relationship between embedding
bias score and “reality,” as measured by occupation participa-
tion, is consistent over time. We measure this consistency in
several ways. We first train a single model for all (occupation
percentage, embedding bias) pairs across time. We compare this
model to a model where there is an additional term for each year
and show that the models perform similarly (r2 =0.236 vs. r2 =
0.298). Next, we compare the performance of the model without
terms for each year to models trained separately for each year,
showing that the single model both has similar parameters and
performance to such separate models. Finally, for each embed-
ding year, we compare performance of the model trained for that
embedding vs. a model trained using all other data (leave-one-
out validation). We repeat the entire analysis with embeddings
trained using another algorithm on the same dataset [singular
value decomposition (SVD)]. See SI Appendix, section B.3.1 for
details.

This consistency makes the interpretation of embedding bias
more reliable; i.e., a given bias score corresponds to approxi-
mately the same percentage of the workforce in that occupation
being women, regardless of the embedding decade.

Next, we ask whether the changes in embeddings over decades
capture changes in the women’s occupation participation. Fig.
2 shows the average embedding bias over the occupations over
time, overlaid with the average women’s occupation relative
percentage over time. [We include only occupations for which
census data are available for every decade and which are fre-
quent enough in all embeddings. We use the linear regression
mapping inferred from all of the data across decades to align
the scales for the embedding bias and occupation frequency (the
two y axes in the plot).] The average bias closely tracks with the
occupation percentages over time. The average bias is negative,
meaning that occupations are more closely associated with men
than with women. However, we see that the bias steadily moves
closer to 0 from the 1950s to the 1990s, suggesting that the bias

Fig. 2. Average gender bias score over time in COHA embeddings in occu-
pations vs. the average percentage of difference. More positive means a
stronger association with women. In blue is relative bias toward women in
the embeddings, and in green is the average percentage of difference of
women in the same occupations. Each shaded region is the bootstrap SE
interval.

is decreasing. This trend tracks with the proportional increase in
women’s participation in these occupations.
Comparison with ethnic occupation participation. Next, we com-
pare ethnic bias in the embeddings to occupation participation
rates and stereotypes. As in the case with gender, the embeddings
capture externally validated ethnic bias. Table 1 shows the 10
occupations that are the most biased toward Hispanic, Asian, and
White last names§. The Asian-American “model minority” (30,
31) stereotype appears predominantly; academic positions such
as professor, scientist, and physicist all appear among the top
Asian-biased occupations. Similarly, White and Hispanic stereo-
types also appear in their respective lists. [Smith, besides being
an occupation, is a common White-American last name. It is thus
excluded from regressions, as are occupations such as conduc-
tor, which have multiple meanings (train conductors as well as
music conductors).] As in the case with gender, the embedding
bias scores are significantly correlated with the ethnic group’s
relative percentage of the occupation as measured by the US
Census in 2010. For Hispanics, the bias score is a significant pre-
dictor of occupation percentage at P < 10�5, r2 =0.279 and, for
Asians, at P =0.041, r2 =0.065. Due to the large population dis-
crepancy between Whites and each respective minority group,
the intercept values for these plots are large and are difficult
to interpret and so are excluded from the main exposition (see
Discussion for further details). The corresponding scatter plots
and regression tables of embedding bias vs. occupation relative
percentage are in SI Appendix, section C.1.

Similarly, as for gender, we track the occupation bias score
over time and compare it to the occupation relative percent-
ages; Fig. 3 does so for Asian Americans, relative to Whites,
in the COHA embeddings. The increase in occupation relative
percentage across all occupations is well tracked by the bias in
the embeddings. More detail and a similar plot with Hispanic
Americans are included in SI Appendix, section C.3.
Comparison with surveys of gender stereotypes. Now, we vali-
date that the historical embeddings also capture gender stereo-
types of personality traits. We leverage sex stereotype scores
assigned to a set of 230 adjectives (300 adjectives are in the orig-
inal studies; 70 adjectives are discarded due to low frequencies

§We adapt the relative norm distance in Eq. 3 for three groups. For each group, we
compare its norm bias with the average bias of the other groups; i.e., bias(group 1) =
P

w

h
1
2 (kw � v2k+ kw � v3k) �kw � v1k

i
. This method can lead to the same

occupation being highly ranked for multiple groups, such as happens for mason.

Garg et al. PNAS Latest Articles | 3 of 10



Embeddings reflect	framings	of	
women	over	time

Embeddings for	competence	adjectives	are	
biased	toward	men
◦Smart,	wise,	brilliant,	intelligent,	resourceful,	
thoughtful,	logical,	etc.

This	bias	is	slowly	decreasing	1960-1990
If	rate	continues,	should	be	equally	
associated	with	women	in	10	years.	
Just	one	aspect	of	framing



Embeddings reflect	ethnic	
stereotypes	over	time

• Princeton	trilogy	experiments
• Attitudes	toward	ethnic	groups	(1933,	
1951,	1969)	scores	for	adjectives
• industrious,	superstitious,	nationalistic,	etc
• Embedding	bias	(Chinese	vs	White)	
correlates	with	adjective	scores	and	with	
the	change	1933-1979



Change	in	linguistic	framing	
1910-1990
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Table 3. Top Asian (vs. White) adjectives in 1910, 1950, and 1990
by relative norm difference in the COHA embedding

1910 1950 1990

Irresponsible Disorganized Inhibited
Envious Outrageous Passive
Barbaric Pompous Dissolute
Aggressive Unstable Haughty
Transparent Effeminate Complacent
Monstrous Unprincipled Forceful
Hateful Venomous Fixed
Cruel Disobedient Active
Greedy Predatory Sensitive
Bizarre Boisterous Hearty

qualitatively through the results in the snapshot analysis for gen-
der, which replicates prior work, and quantitatively as the metrics
correlate highly with one another, as shown in SI Appendix,
section A.5.

Furthermore, we primarily use linear models to fit the relation-
ship between embedding bias and various external metrics; how-
ever, the true relationships may be nonlinear and warrant further
study. This concern is especially salient when studying ethnic
stereotypes over time in the United States, as immigration dras-
tically shifts the size of each group as a percentage of the popu-
lation, which may interact with stereotypes and occupation per-
centages. However, the models are sufficient to show consistency
in the relationships between embedding bias and external metrics
across datasets over time. Further, the results do not qualitatively
change when, for example, population logit proportion instead
of raw percentage difference is used, as in ref. 44; we reproduce
our primary figures with such a transformation in SI Appendix,
section A.6.

Another potential concern may be the dependency of our
results on the specific word lists used and that the recall of
our methods in capturing human biases may not be adequate.
We take extensive care to reproduce similar results with other
word lists and types of measurements to demonstrate recall. For
example, in SI Appendix, section B.1, we repeat the static occu-
pation analysis using only professional occupations and repro-
duce an identical figure to Fig. 1 in SI Appendix, section B.1.
Furthermore, the plots themselves contain bootstrapped confi-
dence intervals; i.e., the coefficients for random subsets of the
occupations/adjectives and the intervals are tight. Similarly, for
adjectives, we use two different lists: one list from refs. 6 and 7
for which we have labeled stereotype scores and then a larger
one for the rest of the analysis where such scores are not needed.
We note that we do not tune either the embeddings or the word
lists, instead opting for the largest/most general publicly avail-
able data. For reproducibility, we share our code and all word
lists in a repository. That our methods replicate across many dif-
ferent embeddings and types of biases measured suggests their
generalizability.

A common challenge in historical analysis is that the written
text in, say 1910, may not completely reflect the popular social
attitude of that time. This is an important caveat to consider in
interpreting the results of the embeddings trained on these ear-
lier text corpora. The fact that the embedding bias for gender
and ethnic groups does track with census proportion is a positive
control that the embedding is still capturing meaningful patterns
despite possible limitations in the training text. Even this con-
trol may be limited in that the census proportion does not fully
capture gender or ethnic associations, even in the present day.
However, the written text does serve as a window into the atti-
tudes of the day as expressed in popular culture, and this work
allows for a more systematic study of such text.

Another limitation of our current approach is that all of the
embeddings used are fully “black box,” where the dimensions
have no inherent meaning. To provide a more causal explana-
tion of how the stereotypes appear in language, and to under-
stand how they function, future work can leverage more recent
embedding models in which certain dimensions are designed to
capture various aspects of language, such as the polarity of a
word or its parts of speech (45). Similarly, structural proper-
ties of words—beyond their census information or human-rated
stereotypes—can be studied in the context of these dimensions.
One can also leverage recent Bayesian embeddings models and
train more fine-grained embeddings over time, rather than a sep-
arate embedding per decade as done in this work (46, 47). These
approaches can be used in future work.

We view the main contribution of our work as introducing
and validating a framework for exploring the temporal dynam-
ics of stereotypes through the lens of word embeddings. Our
framework enables the computation of simple but quantitative
measures of bias as well as easy visualizations. It is important to
note that our goal in Quantifying Gender Stereotypes and Quanti-

fying Ethnic Stereotypes is quantitative exploratory analysis rather
than pinning down specific causal models of how certain stereo-
types arise or develop, although the analysis in Occupational

Stereotypes Beyond Census Data suggests that common language
is more biased than one would expect based on external, objec-
tive metrics. We believe our approach sharpens the analysis of
large cultural shifts in US history; e.g., the women’s movement
of the 1960s correlates with a sharp shift in the encoding matrix
(Fig. 4) as well as changes in the biases associated with spe-
cific occupations and gender-biased adjectives (e.g., hysterical vs.
emotional).

In standard quantitative social science, machine learning is
used as a tool to analyze data. Our work shows how the artifacts
of machine learning (word embeddings here) can themselves
be interesting objects of sociological analysis. We believe this
paradigm shift can lead to many fruitful studies.

Materials and Methods

In this section we describe the datasets, embeddings, and word lists used,
as well as how bias is quantified. More detail, including descriptions of
additional embeddings and the full word lists, are in SI Appendix, section
A. All of our data and code are available on GitHub (https://github.com/
nikhgarg/EmbeddingDynamicStereotypes), and we link to external data
sources as appropriate.

Embeddings. This work uses several pretrained word embeddings publicly
available online; refer to the respective sources for in-depth discussion of
their training parameters. These embeddings are among the most com-
monly used English embeddings, vary in the datasets on which they were

Fig. 6. Asian bias score over time for words related to outsiders in COHA
data. The shaded region is the bootstrap SE interval.
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Change	in	association	of	Asian	names	with	adjectives	
framed	as	"othering"	(barbaric,	monstrous,	bizarre)



The	most	biased	Asian	(vs.	
White)	adjectives	over	time

C
O

M
P

U
T
E
R

S
C

IE
N

C
E
S

S
O

C
IA

L
S

C
IE

N
C

E
S

Table 3. Top Asian (vs. White) adjectives in 1910, 1950, and 1990
by relative norm difference in the COHA embedding

1910 1950 1990

Irresponsible Disorganized Inhibited
Envious Outrageous Passive
Barbaric Pompous Dissolute
Aggressive Unstable Haughty
Transparent Effeminate Complacent
Monstrous Unprincipled Forceful
Hateful Venomous Fixed
Cruel Disobedient Active
Greedy Predatory Sensitive
Bizarre Boisterous Hearty

qualitatively through the results in the snapshot analysis for gen-
der, which replicates prior work, and quantitatively as the metrics
correlate highly with one another, as shown in SI Appendix,
section A.5.

Furthermore, we primarily use linear models to fit the relation-
ship between embedding bias and various external metrics; how-
ever, the true relationships may be nonlinear and warrant further
study. This concern is especially salient when studying ethnic
stereotypes over time in the United States, as immigration dras-
tically shifts the size of each group as a percentage of the popu-
lation, which may interact with stereotypes and occupation per-
centages. However, the models are sufficient to show consistency
in the relationships between embedding bias and external metrics
across datasets over time. Further, the results do not qualitatively
change when, for example, population logit proportion instead
of raw percentage difference is used, as in ref. 44; we reproduce
our primary figures with such a transformation in SI Appendix,
section A.6.

Another potential concern may be the dependency of our
results on the specific word lists used and that the recall of
our methods in capturing human biases may not be adequate.
We take extensive care to reproduce similar results with other
word lists and types of measurements to demonstrate recall. For
example, in SI Appendix, section B.1, we repeat the static occu-
pation analysis using only professional occupations and repro-
duce an identical figure to Fig. 1 in SI Appendix, section B.1.
Furthermore, the plots themselves contain bootstrapped confi-
dence intervals; i.e., the coefficients for random subsets of the
occupations/adjectives and the intervals are tight. Similarly, for
adjectives, we use two different lists: one list from refs. 6 and 7
for which we have labeled stereotype scores and then a larger
one for the rest of the analysis where such scores are not needed.
We note that we do not tune either the embeddings or the word
lists, instead opting for the largest/most general publicly avail-
able data. For reproducibility, we share our code and all word
lists in a repository. That our methods replicate across many dif-
ferent embeddings and types of biases measured suggests their
generalizability.

A common challenge in historical analysis is that the written
text in, say 1910, may not completely reflect the popular social
attitude of that time. This is an important caveat to consider in
interpreting the results of the embeddings trained on these ear-
lier text corpora. The fact that the embedding bias for gender
and ethnic groups does track with census proportion is a positive
control that the embedding is still capturing meaningful patterns
despite possible limitations in the training text. Even this con-
trol may be limited in that the census proportion does not fully
capture gender or ethnic associations, even in the present day.
However, the written text does serve as a window into the atti-
tudes of the day as expressed in popular culture, and this work
allows for a more systematic study of such text.

Another limitation of our current approach is that all of the
embeddings used are fully “black box,” where the dimensions
have no inherent meaning. To provide a more causal explana-
tion of how the stereotypes appear in language, and to under-
stand how they function, future work can leverage more recent
embedding models in which certain dimensions are designed to
capture various aspects of language, such as the polarity of a
word or its parts of speech (45). Similarly, structural proper-
ties of words—beyond their census information or human-rated
stereotypes—can be studied in the context of these dimensions.
One can also leverage recent Bayesian embeddings models and
train more fine-grained embeddings over time, rather than a sep-
arate embedding per decade as done in this work (46, 47). These
approaches can be used in future work.

We view the main contribution of our work as introducing
and validating a framework for exploring the temporal dynam-
ics of stereotypes through the lens of word embeddings. Our
framework enables the computation of simple but quantitative
measures of bias as well as easy visualizations. It is important to
note that our goal in Quantifying Gender Stereotypes and Quanti-

fying Ethnic Stereotypes is quantitative exploratory analysis rather
than pinning down specific causal models of how certain stereo-
types arise or develop, although the analysis in Occupational

Stereotypes Beyond Census Data suggests that common language
is more biased than one would expect based on external, objec-
tive metrics. We believe our approach sharpens the analysis of
large cultural shifts in US history; e.g., the women’s movement
of the 1960s correlates with a sharp shift in the encoding matrix
(Fig. 4) as well as changes in the biases associated with spe-
cific occupations and gender-biased adjectives (e.g., hysterical vs.
emotional).

In standard quantitative social science, machine learning is
used as a tool to analyze data. Our work shows how the artifacts
of machine learning (word embeddings here) can themselves
be interesting objects of sociological analysis. We believe this
paradigm shift can lead to many fruitful studies.

Materials and Methods

In this section we describe the datasets, embeddings, and word lists used,
as well as how bias is quantified. More detail, including descriptions of
additional embeddings and the full word lists, are in SI Appendix, section
A. All of our data and code are available on GitHub (https://github.com/
nikhgarg/EmbeddingDynamicStereotypes), and we link to external data
sources as appropriate.

Embeddings. This work uses several pretrained word embeddings publicly
available online; refer to the respective sources for in-depth discussion of
their training parameters. These embeddings are among the most com-
monly used English embeddings, vary in the datasets on which they were

Fig. 6. Asian bias score over time for words related to outsiders in COHA
data. The shaded region is the bootstrap SE interval.

Garg et al. PNAS Latest Articles | 7 of 10



Work	in	progress:	Computationally	
induce	framings	over	time
• Looking	at	news	media	1850-2000
• How	ethnic	groups	are	viewed
• How	immigration	is	viewed



Conclusion

Embeddings are	fine-grained	relational	
models	of	(some	aspects	of)	word	meaning
Allow	us	to	test	linguistic	theories	of	
semantic	change
Also	a	tool	for	quantifying	cultural	biases	and	
framings	and	their	changes	over	time
"Running	experiments	in	the	past"



Social	variables	are	important	
for	computational	linguistics!

• Demographic	characteristics:
• Race,	gender,	ethnicity
• Social	relations
• Power,	respect
• Affect
• Diachrony and	temporal	context



The	common	misconception	is	that	language	
has	to	do	with	words and	what	they	mean.
It	doesn’t.	
It	has	to	do	with	people and	what theymean.

Herbert	H.	Clark	&	Michael	F.	Schober,	1992


