Lecture 10: Multimodal data,
multimodal models, and weakly
supervised learning
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Announcements

e HW 1 and project proposal grades have been released
e Upcoming deadlines:
o A2 due today Wed Oct 21
e Project milestone due Fri Oct 30
e Project milestone presentations Mon Nov 2 in-class
o 4 minutes per group, strict time limit. It's ok to have a subset of group
members present
Should summarize all components of milestone report (5 pts total)
Pre-recorded video option can be requested for those unable to attend
o See Piazza post for more details about all of this
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Today

- One more example of deep learning in genomics
- Multimodal data and models
- Weakly supervised learning
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Remember: ChlP-seq

Produces reads of
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Visualize distribution of
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protein binds
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Remember: DeepBind

Input: DNA sequence
Output: Score of whether a particular
protein will bind to the sequence or not

Processing to handle different
sources of experimental (training)
data and input / output data formats
Trained on 12 TB of sequence
data; learned 927 DeepBind
models representing 538
transcription factor (TF) proteins
and 194 RNA-binding proteins
(RBPs)

Alipanahi et al. Predicting the sequence specificities of DNA- and
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RNA-binding proteins by deep learning. Nature Biotechnology, 2015.
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More recently: ChlP-nexus vs. ChlP-seq

Human TBP at RPS172 promoter

ChlP-nexus: newer technology that . . ,
Chr.6 133,135,550 bp 133,135,650 bp 133,135,750 bp
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He et al. ChlP-nexus enables improved detection of in vivo transcription factor binding footprints. Nature Biotechnology, 2015.
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More recently: ChlP-nexus vs. ChlP-seq
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He et al. ChlP-nexus enables improved detection of in vivo transcription factor binding footprints. Nature Biotechnology, 2015.
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More recently: ChlP-nexus vs. ChlP-seq

Human TBP at RPS72 promoter
Chr.6 133,135,550 bp 133,135,650 bp 133,135,750 bp

enables improved and 3;'»'% 800
higher-resolution data about g8 3 eetneneliliN.,.
&
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He et al. ChlP-nexus enables improved detection of in vivo transcription factor binding footprints. Nature Biotechnology, 2015.
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BPNet: DNA sequence to base-pair resolution profile regression

Stranded profile shape + signal amplitude

- Deep learning-based model : - :
) - positive strand ~—— negative strand
based on ChiP-nexus data, /\ A , /\
7 = I\ N VAN X7 X e X VNS \ /
RN 7 > N\ IR \\/ -

that predicts TF binding profile
at high, individual base-pair
resolution

Avsec et al. Deep learning at base-resolution reveals motif syntax of the cis-regulatory code, 2019. Slide Credit: Anshul Kundaje
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BPNet: DNA sequence to base-pair resolution profile regression
Stranded profile shape + signal amplitude

- Deep learning-based model ES———— =
based on ChiP-nexus data,
that predicts TF binding profile
at high, individual base-pair
resolution

- Uses 1-D, dilated
convolutional layers for greater
increase of receptive field
(extent of input used to
produce a neuron output), ,
instead of pooling layers -> A

. . . . / ;"""/” \ \ / N\, S \\| N Z AW NN A N XL
t b - I t 74 \/ \ / \') \ / \/ \| \ s
MAliains base-palr resoltion cC GANT A A C C GG AT A T

Avsec et al. Deep learning at base-resolution reveals motif syntax of the cis-regulatory code, 2019. Slide Credit: Anshul Kundaje

/
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Dilated convolutions instead of convolutions

- Greater increase of receptive field vs. standard convolution, for the same # of layers (avoids
requiring many layers to increase receptive field which is more difficult to train)
- Pooling layers can also increase receptive field, but reduce resolution (whereas dilated

convolutions can maintain high resolution)

- BPNet also includes residual connections (remember ResNets!) to improve ease of

optimization for more effective training

olelelolololelele] Jololelelelelololole

0]0]0]0]0]0]0], (ICICICICICICID
0]0]0]0]0]0]0) OO0OOO0OO
©@®O®OOO® @®OOOE®

Inputs

(a) Convolution

utp

) OOO0000000
Slee]el8]®

000000000

Inputs
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Avsec et al. Deep learning at base-resolution reveals motif syntax of the cis-regulatory code, 2019.
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Figure credit: Gupta et al. Dilated Convolutions for Modeling Long-Distance Genomic Dependencies, 2017.
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Slide Credit: Anshul Kundaje
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BPNet: Profile regression loss

- Two-part loss function for optimizing prediction of the binding profile across

the input sequence

- MSE loss for log (total number of counts across the entire 1kb input sequence)
- Multinomial loss for the likelihood of the observed count distribution over the sequence,
compared to the predicted probabilities

Avsec et al. Deep learning at base-resolution reveals motif syntax of the cis-regulatory code, 2019. Slide Credit: Anshul Kundaje
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BPNet: Profile regression loss

- Two-part loss function for optimizing prediction of the binding profile across

the input sequence
- MSE loss for log (total number of counts across the entire 1kb input sequence)
- Multinomial loss for the likelihood of the observed count distribution over the sequence,

compared to the predicted probabilities
== positive strand == negative strand /_A/M
M —— A/\A A—M

Stranded profile shape + signal amplitude

Loss = — ]Og p"mh‘(kobs I ppred , nobs ) i3 /{«(log(] + nobs ) . log(] S nPred ))2

k©°Ps: vector of observed reads counts at each position
pPTe%: learned multinomial prob. at each position

n°Ps: total number of read counts across entire 1 kb
Avsec et al. Deep learning at base-resolution reveals motif syntax of the cis-regulatory code, 2019. Slide Credit: Anshul Kundaje
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BPNet: Profile regression loss

- Two-part loss function for optimizing prediction of the binding profile across

the input sequence
- MSE loss for log (total number of counts across the entire 1kb input sequence)
- Multinomial loss for the likelihood of the observed count distribution over the sequence,

compared to the predicted probabilities
== positive strand == negative strand /_A/M
M —— A/\A A—M

Stranded profile shape + signal amplitude

Loss = — ]Og p"mh‘(kobs I ppred , nobs ) i3 /{«(log(] + nobs ) . log(] S nPred ))2

k©°Ps: vector of observed reads counts at each position \
pPTe%: learned multinomial prob. at each position
n°bs: total number of read counts across entire 1 kb MSE loss
Avsec et al. Deep learning at base-resolution reveals motif syntax of the cis-regulatory code, 2019. Slide Credit: Anshul Kundaje
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BPNet: Profile regression loss

- Two-part loss function for optimizing prediction of the binding profile across

the input sequence
- MSE loss for log (total number of counts across the entire 1kb input sequence)
- Multinomial loss for the likelihood of the observed count distribution over the sequence,

compared to the predicted probabilities
== positive strand == negative strand /_A/M
M —— A/\A A—M

Stranded profile shape + signal amplitude

Loss = — ]Og p"mh‘(kobs I ppred , nobs ) i3 /{«(log(] + nobs ) . log(] S nPred ))2

k©°Ps: vector of observed reads counts at each position \
pPTe%: learned multinomial prob. at each position
n°bs: total number of read counts across entire 1 kb Multinomial loss
Avsec et al. Deep learning at base-resolution reveals motif syntax of the cis-regulatory code, 2019. Slide Credit: Anshul Kundaje
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Multinomial loss component

Loss = — l()g P,,,,,,,,(kObs I ppred, nobs ) + /l(log(l + nobs ) . l()g(l S npred ))2

k°Ps: vector of observed reads counts at each position \
pPTe%: learned multinomial prob. at each position

n°bs: total number of read counts across entire 1 kb Multinomial loss

Multinomial probability distribution

Suppose one does an experiment of extracting n°?S balls of 1000 different colors from a bag. Denote as p; the probability that
a given extraction will be in color i. Let k; be the number of balls extracted of color i. The probability of this multinomial

distribution is

obs
fime=]
obsy _— ki, k2 k1000
Pmutt (k1 k2 ... k1000] | [P1, P2, -2 P1000), 1) = ki k. 1P1 P2 -P1o0o
1. 2. T 1000.
Avsec et al. Deep learning at base-resolution reveals motif syntax of the cis-regulatory code, 2019. Slide Credit: Anshul Kundaje
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BPNet predicted TF profiles
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Avsec et al. Deep learning at Prese] 2.8+ WM
base-resolution reveals motif syntax of 0.0- :

the cis-regulatory code, 2019. Slide Credit: Anshul Kundaje
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Next topic: Multimodal data
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Multimodal data

Can be very similar, e.g. different image acquisition variants

Original Ground Truth Segmentation Original Ground Truth Segmentation
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Figure credit: Dong et al. MIUA, 2017.

Serena Yeung BIODS 220: Al in Healthcare Lecture 10 - 19



Multimodal data

Or very different, e.g. different types of clinical data

Encounters O O O

: i
H |
Labs & Flowsheets| oa ® ODQOM®Od0 @ 000 | 0 ooo® O DD GREBCOTO 000!
Orders .8 D@ O ! 0 I (o) 1
Procedures H 1
Diagnoses E | E
Notes ' 3 90 Ooam |  J g
Medication o9 i | DO i
| ! ) ! H
04:00 08:00 12:00 | 16:00 20:00 00:00 04:00 08:00 12:00 ! 16:00
Day 1 i Day 2 ]
B e e R —————— =
00: o:: hrs +24 dD hrs
-11:42 hours
+3:33 hours
Pegfilgrastim 2:42 hours Physician Note | +7:38 hours +22:47 hours
Medication Radiol Report - HEST ABDOMEN PELVI! Imon: nsult Not
2 *.. PMH of metastatic breast adlojogy feport: CY.CHES Do S £y ary;consukNets
Vancomycin, cancer, R lung malignant “... FINDINGS : CHEST LUNGS AND PLEURA: “.. has a complicated pleural
Metronidazole effusion, and R lung empyema Redemonstration of a moderate left pleural space that requires IR guidance.
who presents with increased effusion. interval removal of a right chest CT scan showing increased
drainage from tube within a loculated right pleural effusion loculted effusion on R compared
8% oike R lung pleurx tract .. " which contains foci of air. [..]. IMPRESSION: 1. to date..”
- Interval progression of disease in the chest and
Nursing Flowsheet e 030 3
abdomen including increased mediastinal
NUR RS BRADEN lymphadenopathy, pleural/p hymal
SCALE SCORE : 22 disease within the right lung, probable new
hepatic metastases and subcutaneous nodule
within the thorax [..]"
Figure credit: Rajkomar et al. 2018.
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Similar data: can fuse at input

- Havaei et al.: brain tumor
segmentation from multimodal
MR images

Havaei et al. Brain Tumor Segmentation with Deep Neural Networks. Medical Image Analysis, 2016.
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Similar data: can fuse at input

- Havaei et al.; brain tumor

segmentation from multimodal
MR images

64x24x24 64x21x21 \
Stack modalities such that 1
each channel of input is a 4 b5 [\ 224x21x21
diff t dalit 1 i Output
Imerent moaality. Input Cony 7x7 + Conv 3x3 + Sx1x1
4x33x33 Maxout + Maxout + .
Pooling 4x4 Pooling 2x2 T :
1
_—/ : Conv 21x21 +
1 1 Softmax
Conv 13x13 + Concatenation /
# Parameters 651,488 Maxout 160x21x21

Havaei et al. Brain Tumor Segmentation with Deep Neural Networks. Medical Image Analysis, 2016.
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More different data:
may want some layers of
modality-specific processing

Wu et al. 2019:

- Binary classification of breast
malignant and benign findings

- Model based on ResNet architecture

- Multi-view network (different views can
be considered different modalities)

Wau et al. Deep Neural Networks Improve Radiologists’ Performance in Breast
Cancer Screening. IEEE Trans Med Imaging, 2019.

left breast left breast right breast right breast

1 - ]

: malignant / : benign / :: malignant / :. benign / :

| not mdhgnam 11 not benign 1, not malignant 1, not benign

_______________ f----.__--- _--_...____r____.
average average average average

soﬁmax] [softmax softmax softmax| [softmax| [softmax| |softmax isoftmaxl

[ fullyconnected layer ][ fullyconnected layer ]

[ concatenation ] [ concatenation
average average average average
poohng poohng poolmg poolung

ResNet-ZZ ResNet-Zz ResNet 22 ResNet 22

L-MLO R-MLO
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left breast left breast right breast right breast

More different data: i ] el

, not malignant not benign not malignant, not benign

may want some layers of h';;;m;"'“;;fa;“';;;,a;;"'h;;fa;"'

modality-specific processing ] [ Fj

Wu et al. 2019: Separate intial [ fully conm;cted layer ][ fuIIy conn?cted layer ]
: e rocessing for tenati tenati

- Binary classification of breast P [ o | smeomuomi

malignant and benign findingS mammogram views average average [ average }[ average ]
. oling pooling poollng

- Model based on ResNet architecture

- Multi-view network (different views can ResNet-22" ResNet-22  ResNet-22 ResNet 22
be considered different modalities) ‘ ‘ “ ‘

Wau et al. Deep Neural Networks Improve Radiologists’ Performance in Breast

Cancer Screening. IEEE Trans Med Imaging, 2019. L-MLO R-MLO
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More different data:
may want some layers of
modality-specific processing

Wu et al. 2019:

- Binary classification of breast Shared weights
malignant and benign findings across the two
networks
- Model based on ResNet architecture
- Multi-view network (different views can
be considered different modalities)

Wau et al. Deep Neural Networks Improve Radiologists’ Performance in Breast
Cancer Screening. IEEE Trans Med Imaging, 2019.

left breast left breast right breast right breast

1 - ]

: malignant / : benign / :: malignant / :. benign / :

| not mdhgnam 11 not benign 1, not malignant 1, not benign

_______________ f----.__--- _--_...____r____.
average average average average

soﬁmax] [softmax softmax softmax| [softmax| [softmax| |softmax isoftmaxl

[ fullyconnected layer ][ fullyconnected layer ]

I i

[ concatenation ][ concatenation

average average average average
poohng poohng poolmg poolung

ResNet-ZZ ResNet-Zz ResNet 22 ResNet 22

L-MLO R-MLO
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left breast left breast right breast right breast

More different data: i ] el

, not malignant not benign not malignant, not benign

may want some layers of h';;;m;"'“;;fa;“';;;,a;;"'h;;fa;"'

modality-specific processing ] [ Fj

Wu et al. 2019: [ fully connected layer ][ fuIIy connected layer ]
[ [
Bi I ificati f b t More different views [ concatenation ][ concatenation
- Binary classification of breas have separately — —_
mallgnant and benlgn flndlngS learned parameters average ( average ][ average }[ average ]
. ling pooling pooling pooling
- Model based on ResNet architecture =
= . ) T~ 1 r
- Multi-view network (different views can ResNet-22 | ResNet-22  ResNet-22  ResNet-22

be considered different modalities)

Wau et al. Deep Neural Networks Improve Radiologists’ Performance in Breast
Cancer Screening. IEEE Trans Med Imaging, 2019. L-cC R-CC L-MLO R-MLO
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left breast left breast nght breast nght breast

More different data:

| not mdhgnam- not benign 1] not mahgnant 1 not benign

may want some layers of f';;fa;;"'";;fa;;'"";;;fa;;"'h;;,a;;"'

modality-specific processing ] [ Fq

Multimodal fusion at

Wu et al. 2019: intermediate part of processirIg fully connected layer ][ fuIIy connected layer
(very common): concatenate i f
outputs of modality-specific concatenation ][ concatenation

- Blnary classification of breast processing into one featur o i

malignant and benign findings vector.

[ average ][ average ][ aVerage J[ aVerage ]
. li li li oI g
- Model based on ResNet architecture '°°° i p°° = p°° s B

- Multi-view network (different views ResNet 23 ResNet-zz ResNet 22 ResNet 22
can be considered different
modalities)

Wau et al. Deep Neural Networks Improve Radiologists’ Performance in Breast

Cancer Screening. IEEE Trans Med Imaging, 2019. L-MLO R-MLO
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left breast left breast nght breast nght breast

More different data:

| not mdhgndmn not benign |, not m,ahgnant , not benign

may want some layers of f';;fa;;"'";;fa;;'"";;;fa;;"'h;;,a;;"'

modality-specific processing ] [ Fq

Fully connected layer (or
Several) afterwards. [ fully connected layer ][ fuIIy connected layer
Concatenated feature 1 i

. e . VeCtor no Ionger Contalns [ concatenation ][ concatenation

- Binary classification of breast spatial relationships

Wu et al. 2019:

malignant and benign findings suitable for conv Iayers. [ average average [ average J[ average

. li li li oI g

- Model based on ResNet architecture '°°° e p°° = p°° ol B i
- Multi-view network (different views ResNet 23 ResNet-zz ResNet 22 ResNet 22

can be considered different
modalities)
Wau et al. Deep Neural Networks Improve Radiologists’ Performance in Breast

Cancer Screening. IEEE Trans Med Imaging, 2019. L-MLO R-MLO
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left breast left breast right breast right breast

More different data: i ] el

, not malignant not benign not malignant, not benign

may want some layers of h';;;m;"'“;;fa;“';;;,a;;"'h;;fa;"'

modality-specific processing ] [ Fj

Wu et al. 2019: Predict all [ fully connected layer ][ fuIIy connected layer ]
4 binary [ [
. . e . tenati tenati
- Binary classification of breast outputs [ ooomton )| comstanaon
_ _ o from each
malignant and benign findings view [ average || average [ average }[ average
. poohng li pool ng poolung

- Model based on ResNet architecture p°° = '
- Multi-view network (different views ResNet-zz ResNet-zz ResNet 22 ResNet 22

can be considered different

modalities)
Wau et al. Deep Neural Networks Improve Radiologists’ Performance in Breast
Cancer Screening. IEEE Trans Med Imaging, 2019. L-MLO R-MLO
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left breast left breast nght breast nght breast

More different data: S T
may want some layers of i i
modality-specific processing

[ average ][ average ]
This model also uses a
second type of fusion for T i

[ fully connected layer ][ fully connected layer ]

Wu et al. 2019:

Bi s the CC_VS- MLO views: | concatenation ][ concatenation
- Binary classification of breast |ate fusion of predictions
malignant and benign findings through averaging. [ average ] average [ average J[ average
- Model based on ResNet architecture '°°°"ng p°°""g p°°""g °°°"ng
- Multi-view network (different views ResNet 2% ResNet-zz ResNet 22 ResNet 22
can be considered different
modalities)
Wau et al. Deep Neural Networks Improve Radiologists’ Performance in Breast
Cancer Screening. IEEE Trans Med Imaging, 2019. L-MLO R-MLO
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A recurrent network approach for combining multimodal data

Wang et al. 2018:
- Jointly process chest x-rays and associated reports to produce disease labels that can

be used to produce auto-annotation disease labels

Input Text Report " N
Attention-encoded Text Embedding |7
! Word B h XAETE
; embedding — — T 3
< we.t=1..T W [— 5 G Wend ] 5
e —p | =] [— e — | — =]
*Dashed box for training only g g 3 =4
- o
Input: / 2| .2
nput: Image o] > 5} - O ’__t' 1 - 8
o3 - L Wstard Wi 1 W R
23| |2E b ANiE
o 2 ) R m
22 32| *| X * * = g
% § > 9 Qo ay X ar X E &
m -~ 3 ~ - |
- r:p’ Oz
Sz X 91 Z
s o o
) X2 9o dr @
] |2 ?
w ™ X
\ | SW-GAP
Saliency Welghted Global Average Poolmg

Summary of findings

ical small

nd small left pleural
han,

Wang et al. TieNet: Text-lmage Embedding
Network for Common Thorax Disease
Classification and Reporting in Chest X-rays.
CVPR, 2018.

ang
ight mid lung field.
'moval of left chest
tube with tiny left apical
pneumothorax and small left pleural
fluid,
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A recurrent network approach for combining multimodal data

Wang et al. 2018:
- Jointly process chest x-rays and associated reports to produce disease labels that can

be used to produce auto-annotation disease labels

Input: Text Report
. P S Attention-encoded Text Embedding I—
. Word A h Lapre
; embedding — — T 3
% w,t=1..T Wil— 5 G Wend ] 5
“Dashed box for training only - g a— » 2 5 93-_
Input: Image o / t t 2 g
. - o]
AR e NS [ Bl
z ! : S b 20
Use NLP approaches to generate 2| B8 =0 st N oo NEINEE
: : 25,38 ® T
word embedding representations of Eeiol| @ [f x a |*| x ar |*| x =l | §
. 25 =g - El
words in text 82| EE \ B L 1] =
2 oy g @
S X < 9o T 8
| |2% P
\ | Ksw-car
Saliency Welghted Global Average Poolmg

Wang et al. TieNet: Text-lmage Embedding
Network for Common Thorax Disease
Classification and Reporting in Chest X-rays.
CVPR, 2018.

Summary of findings
ical small
ne: nd small left pleural
* d
01 nodul ight mid fung field.
Impre: ral of left chest
tube with tiny left apical
pneumothorax and small left pleural
fluid.
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A recurrent network approach for combining multimodal data

Wang et al. 2018:
- Jointly process chest x-rays and associated reports to produce disease labels that can

be used to produce auto-annotation disease labels

I t: Text R t
PR TR Attention-encoded Text Embedding I—
Word B h ’?AETE
embedding — — T 3
we,t=1..T Wil 5 G Wena ] §
— | [— .. —_— o o
< < g g
g| 5|4 s f = |
=1 T wy! w: o 3
3 o, Bt s mERm B
Use common CNN networks 23| |82 N\ AnkH
Fa 9 3 @ g
to generate feature 22y o [ X ||| @ | x ap [*| X z| | &
. . &3 o2 - 2
representation of image data 82| |&¢ 9 L1 | =
s 23 9o ? gr 8
" h | Lsw-car
Saliency Welghted Global Average Poolmg

Wang et al. TieNet: Text-lmage Embedding
Network for Common Thorax Disease
Classification and Reporting in Chest X-rays.
CVPR, 2018.

Summary of findings
ical small
ne: nd small left pleural
* d
01 nodul ight mid fung field.
Impre: ral of left chest
tube with tiny left apical
pneumothorax and small left pleural
fluid.

Serena Yeung BIODS 220: Al in Healthcare Lecture 10 - 33




A recurrent network approach for combining multimodal data

Wang et al. 2018:
- Jointly process chest x-rays and associated reports to produce disease labels that can

be used to produce auto-annotation disease labels

Input: Text Report " ]
. R Attention-encoded Text Embedding [
Word h ’?AETE
embedding 3
: wet=1..T G Wena ] 5
*Dashed box for training onl;— o » 2 E zj-_
=3 3
Input: Image ? > s / '__f_‘ %’ : ’;
Use LSTM to process RERIES L wrl L & L %
e = = g0
3 = >
sequence of text data Fo s3] . 2112
. . zZ > 8 3 g
embedding representations 22| |32 =12
- X 2
3 =8
\ | Ksw-car
Saliency Welghted Global Average Poolmg

Wang et al. TieNet: Text-lmage Embedding
Network for Common Thorax Disease
Classification and Reporting in Chest X-rays.
CVPR, 2018.

Summary of findings
ical small
ne: nd small left pleural
* d
01 nodul ight mid fung field.
Impre: ral of left chest
tube with tiny left apical
pneumothorax and small left pleural
fluid.
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A recurrent network approach for combining multimodal data

Wang et al. 2018:
- Jointly process chest x-rays and associated reports to produce disease labels that can
be used to produce auto-annotation disease labels

Input Text Report l

Attention-encoded Text Embeddmg
Word h 1 B ’?AETE

embedding ol — 1 — )
we,t=1..T 5 B _’ Ja—’_‘ G Wend ] §
*Dashed box for training only ; ; e — > E zj-_
Input: Image Q ‘_); s /'___r_ ’__r ; g E
3 (=] WsmrlE : WIE WT [ 7
i (58| == ! e 13115
Imag_e datg is an 51|58 z -
additional input to the HIIEE N X ar *[ X 3| &
) 7 3 (<) i
LSTM at each time step HIE ; \\: gl/qr -
. . = 0% Lo

(with soft-attention ] W $ Lew-onr

Welg htlng) Saliency Welghted Global Average Poolmg
Wang et al. TieNet: Text-lmage Embedding * 9o P

Network for Common Thorax Disease
Classification and Reporting in Chest X-rays.
CVPR, 2018.

Summary of findings

Findings: left apical s \.|I|

nes | lef leural
* q1 effu: h ge

nos

al of left ¢

ube wif eft apical

neumof and sma

U
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A recurrent network approach for combining multimodal data

Wang et al. 2018:
- Jointly process chest x-rays and associated reports to produce disease labels that can

be used to produce auto-annotation disease labels

Input Text Report

Attention-encoded Text Embedding I—

H Word h h AETE
; embedding — — T 3
% wit=147T Wil=>| 15 P Wenall I £
*Dashed box for training onl;— o 41— = - gv_
Input: Image o s - H
3| |881° o ran -";3;' AREE
i o 3 2 L Wstard cwal LW (he e
Final fully-connected £3| |82 AN HE
. 29 l4S 3 - &
layer fusion and Y L a |*x| X e+l x LRIF | ¢

T . T3 o 2
prediction of disease s§| |82 x gl/qr L 1] =
labels 7| [°% ) P -
\ | q4sw-capr
Saliency Welghted Global Average Poolmg

Wang et al. TieNet: Text-lmage Embedding
Network for Common Thorax Disease
Classification and Reporting in Chest X-rays.
CVPR, 2018.

Summary of findings
ical small
ne: nd small left pleural
* d
01 nodul ight mid fung field.
Impre: ral of left chest
tube with tiny left apical
pneumothorax and small left pleural
fluid.
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Another direction of research: learning multimodal embedding spaces

Hsu et al. 2018:

- Learn mapping from images and text to vectors in the same embedding space, such that images are
embedded closer to their corresponding reports than other reports, and vice versa.
- Can be used for e.g. cross-domain retrieval

DenseNet121
Joint
Embedding
ﬂ Space
avgpool PCA m m
U ; (1) Supervised: EA
Toxt Text Feature 1 (2) Unsupervised: Adv
(3) Semi-supervised: EA + Adv
worsening opacities in
the lung bases NAME W
reflect worsening TF-IDF
atele( Paper to review - sycyeung@gmail.com - Gmail
i
Distributed Embeddings

Hsu et al. Unsupervised Multimodal Representation Learning across Medical Images and Reports. NeurlPS ML4H, 2018.
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Another direction of research: learning multimodal embedding spaces

Hsu et al. 2018:

Learn mapping from images and text to vectors in the same embedding space, such that images are

embedded closer to their corresponding reports than other reports, and vice versa.
- Can be used for e.g. cross-domain retrieval

DenseNet121
Joint
Embedding
ﬂ Space
avgpool PCA m_
/ U (1) Supervised: EA
s “- (2) Unsupervised: Adv
£ Text Feature
Image-specific - o — (3) Semi-supervised: EA + Adv
. worsening opac es 1in
pl’OCGSSIng the lunggbages NAME w
reflect worsening TF-IDF
atele( Paper to review - sycyeung@gmail.com - Gmail @
i
Distributed Embeddings

Hsu et al. Unsupervised Multimodal Representation Learning across Medical Images and Reports. NeurlPS ML4H, 2018.
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Another direction of research: learning multimodal embedding spaces

Hsu et al. 2018:

- Learn mapping from images and text to vectors in the same embedding space, such that images are
embedded closer to their corresponding reports than other reports, and vice versa.
- Can be used for e.g. cross-domain retrieval

DenseNet121

Joint
/ Embedding
Space

avgpool ﬂPCA
26—

} (1) Supervised: EA
= (2) Unsupervised: Adv
11 Text Feature
Text-s pe.CIfIC — T:;tcmes — () Semi-supervised: EA + Adv
pl’OCGSSI ng the lunggbases NAME | 4

reflect worsening

atele( Paper to review - sycyeung@gmail.com - Gmail
—_—

if

Distributed Embeddings

Hsu et al. Unsupervised Multimodal Representation Learning across Medical Images and Reports. NeurlPS ML4H, 2018.
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Another direction of research: learning multimodal embedding spaces

Hsu et al. 2018:

- Learn mapping from images and text to vectors in the same embedding space, such that images are
embedded closer to their corresponding reports than other reports, and vice versa.
- Can be used for e.g. cross-domain retrieval

DenseNet121
Joint
Embedding

Space
avgpool r} PCA

| (1) Supervised: EA
Mapping to joint . —texereme | | | (2) Unupervised: Adv
embed dlng e (3) Semi-supervised: EA + Adv
the lung bases NAME
1 il
S pa Ce ;ie 1:'5’:;?2‘53:”3’9. sycyeung@gmail.com - Gmail

Distributed Embeddings

Hsu et al. Unsupervised Multimodal Representation Learning across Medical Images and Reports. NeurlPS ML4H, 2018.
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Another direction of research: learning multimodal embedding spaces

Hsu et al. 2018:

- Learn mapping from images and text to vectors in the same embedding space, such that images are
embedded closer to their corresponding reports than other reports, and vice versa.

- Can be used for e.g. cross-domain retrieval Different loss objectives can

be used to encourage desired
DenseNet121 / embedding space

Joint

Embedding relationships
ﬂ Space
avgpool PCA m @
U % || (1) Supervised: EA
Taxt Fdtirs “#1{ (2) Unsupervised: Adv

Text

(3) Semi-supervised: EA + Adv

worsening opacities in
the lung bases NAME
reflect worsening

Distributed Embeddings

Hsu et al. Unsupervised Multimodal Representation Learning across Medical Images and Reports. NeurlPS ML4H, 2018.
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Categorizations of multimodal models

‘ Feature
’ I Prediction
Model : : @) Extracted Feature
3 ‘ M Modality 1
' Neural Neural ! .
QOOOOTTT | vt || e, | |9 Madaiy2

@sEe oD 2 @ese oo = e

Early Fusion — Type | Joint Fusion — Type |

’

Model
%% Model 1 Model 2
Early Fusion — Type I } Joint Fusion — Type Il ‘ Late Fusion

Huang et al. Fusion of medical imaging and electronic health records using deep learning: a systematic review and implementation guidelines, 2020.
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Categorizations of multimodal models

@ Feature
Early fusion: F [ Prediction

@ Extracted Feature
concatenate / Model o

combine data cooo—— Junel ) So | ) Modaity 2
before any model m | | W Output
processing_ ‘ [I.'_t.:[] @m

Includes using Early Fusion — Type | Joint Fusion — Type |
extracted features |

as input, if model 7
gradients are not ’
backpropagated to
update feature

Model 1 Model 2

extractor
parameters @S8® OO0

Early Fusion — Type I ‘ Joint Fusion — Type Il Late Fusion

Model

Huang et al. Fusion of medical imaging and electronic health records using deep learning: a systematic review and implementation guidelines, 2020.
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Categorizations of multimodal models

@ Feature

F [ Prediction

Model @ Extracted Feature
M Modality 1

‘ Neural Neural ! .
Joint fusion: Both @OOS OO | ewwr | | ek || Vo2
) - : : Output
modality-specific @ese o0 2 @ese Cooo

components (with
learnable

parameters) and /
: Loss

Early Fusion — Type | Joint Fusion — Type |

combined-modality

components within ’ |
the model, that are Model |
upddatﬁ? inng % | m&:‘::?& @f.mm” mmm
model training |
Early Fusion — Type I ‘ Joint Fusion — Type Il Late Fusion

Huang et al. Fusion of medical imaging and electronic health records using deep learning: a systematic review and implementation guidelines, 2020.
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Categorizations of multimodal models

Late fusion:
Main learnable
model
components are
only model

’

Model

Neural Neural
Network 1 Network 2

Iﬁ@m @86® COTT

Early Fusion — Type | ‘ Joint Fusion — Type |

Lossf %

specific.
Individual
modality outputs
are then
aggregated.

—

Model

‘ Neural
‘ Network

/%

Early Fusion — Type I } Joint Fusion — Type Il

@ Feature

B Prediction

@ Extracted Feature
M Modality 1

[7] Modality 2

M Output

Model 1 Model 2

@88 CUT0)

Late Fusion

Huang et al. Fusion of medical imaging and electronic health records using deep learning: a systematic review and implementation guidelines, 2020.
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Q: What kind of fusion was this model?

- Havaei et al.: brain tumor
segmentation from multimodal
MR images

64x24x24 64x21x21 \
T1 ‘ ‘ J | ‘ ‘ . 224x21x21
: : Output
Input Conv 7x7 + Conv 3x3 + Sx1x1
4x33x33 Maxout + Maxout + .
Pooling 4x4 Pooling 2x2 T :
1
_—/ : Conv 21x21 +
1 1 Softmax
Conv 13x13 + Concatenation /
# Parameters 651,488 Maxout 160x21x21

Havaei et al. Brain Tumor Segmentation with Deep Neural Networks. Medical Image Analysis, 2016.
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Q: What kind of fusion was this
model?

Wu et al. 2019:

- Binary classification of breast
malignant and benign findings

- Model based on ResNet architecture

- Multi-view network (different views can
be considered different modalities)

Wau et al. Deep Neural Networks Improve Radiologists’ Performance in Breast
Cancer Screening. IEEE Trans Med Imaging, 2019.

left breast left breast right breast right breast
-------------------- I----------I'-—--'--,--l
: malignant / l- benign / :: malignant / :: benign / '
| not malignant il notbenign 1} not malignant 1, not benign
_____ r-_-_ -____f____l__--_f---_lh____ -1

average ][ average ][ average average

[softmax] [softmax] Loftmax] softmax| [softmax| [softmax| |softmax isoftmax'

[ fully connected layer ]{ fully connected layer ]

I i

[ concatenation ] [ concatenation
average average average average
pooling pooling pooling pooling

ResNet-ZZ ResNet-Zz ResNet 22 ResNet 22

L-MLO R-MLO
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Q: What kind of fusion was this model?

Wang et al. 2018:
- Jointly process chest x-rays and associated reports to produce disease labels that can

be used to produce auto-annotation disease labels

Input: Text Report " N
P “ | Attention-encoded Text Embedding |7
I . Word h T h XAETE
embedding 0 — — T 3
w,t=1..T —’ G G Wend 5
= —p [ |— e — [ Fl 1
training only g g o g
= P
Input: Image 9 > E /t__ 2 ,__t '__f, E g
2} ' ’ ' . ' H g2
o3 <32 L Wstard LW \ i Wri R
G O 8 = 3 gg
», =3 - 0 =) m
E2 322 |- ¥ X ¥ X * Z g
a = &
% Z > & %o z ar X A 3
=93 o 8
w3 Oz
28 X = 91 L 4
z o g @
<] x 2 9o T 2
\ | Ksw—cap
l Saliency Weighted Global Average Pooling I
ar yys

Summary of findings

Findings: left apical small
pneumothorax and small left pleural
effusion remains. unchanged
nodular opacity right mid lung field.
Impression: removal of left chest
tube with tiny left apical
pneumothorax and small left pleural
fluid.

Wang et al. TieNet: Text-lmage Embedding * gr =
Network for Common Thorax Disease
Classification and Reporting in Chest X-rays.

CVPR, 2018.
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Weak Supervision

- Machine learning paradigm where labels for supervised training are obtained
from noisy or imprecise (but more easily accessible) sources

- One possibility is through corresponding data available in a different modality!
(e.g., radiology reports as a source of weak supervision for radiology images)
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Weak supervision from radiology reports

Can use rule-based approaches for obtaining labels from free-text radiology

reports

Indication: Chest pain. Findings:
Mediastinal contours are within
[hormad) 1imits. Heart size is
within (normal) Timits. [No) focal
consolidation, [pneumothorax or
pleural effusion. Impression: (No
acute cardiopulmonary
abnormality.

Normal Report

Figure credit: Nishith Khandwala et al., 2017.

def LF_pneumothorax(c):
if re.search(r’pneumo.%’, c.report.text):
return "ABNORMAL"

def LF_pleural_effusion(c):
if "pleural effusion" in c.report.text:
return "ABNORMAL"

def LF_normal_report(c, thresh=2):
if len(NORMAL_TERMS.intersection(c.
report.words)) > thresh:
return "NORMAL"

LFs

Dunmon et al. Cross-Modal Data Programming Enables Rapid Medical Machine Learning, 2020.
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How can we produce good labels from noisy sources?

One approach: Aggregate multiple rules (labeling functions) with majority voting

Labeling Functions

Indication: chest pain. Findings: _
Mediastinal contours are within ﬁ

[normal) 1imits. Heart size is

w1th1nm [normal) Timits. [NoJ focal

consolidation, [pneumothorax or
[p1eural effus1ori Impression:

acute cardiopulmonary N
abnormality.

Figure credit: Nishith Khandwala et al., 2017.
Dunmon et al. Cross-Modal Data Programming Enables Rapid Medical Machine Learning, 2020.
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How can we produce good labels from noisy sources?

More sophisticated approach: learn models for how to best aggregate noisy
labeling functions!

Labeling Functions Generative Model

Indication: Chest pain. Findings: _ :> @

Mediastinal contours are within f

(normal) 1imits. Heart size is i
wienin Gommal Hinics. o foce) | gl [C_)] — I — (1)

consolidation, [pneumothorax or

(pTeural effusion. Impression: (No

acute cardiopulmonary N
abnormality. ':>

Figure credit: Nishith Khandwala et al., 2017.
Dunmon et al. Cross-Modal Data Programming Enables Rapid Medical Machine Learning, 2020.
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How can we produce good labels from noisy sources?

More sophisticated approach: learn models for how to best aggregate noisy
labeling functions!

Labeling Functions Generative Model

Indication: chest pain. Findings: _ :> @
Mediastinal contours are within f

(normad) 1imits. Heart size is i
wienin ormal Vinies. b ocat | gy B — R — ) oy
consolidation, [pneumothorax or

(pleural effusion. Impression: (Ng

acute cardiopulmonary %1 N
abnormality. -/

CNN
Figure credit: Nishith Khandwala et al., 2017.

Dunmon et al. Cross-Modal Data Programming Enables Rapid Medical Machine Learning, 2020.
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“Data programming” paradigm for weak supervision

“Indication: Chest

pain. Findings: No

focal consolidation
or pneumothorax.”

gef LF_pneumo(x):

1f search(r’'pneunc.*’, X):
return "ABNORMAL™

get LF_ontology(x):

1f DISEASES & X.words:
return "ABNORMAL™

Auxiliary modality xff )

gef LF_short_report(x):
1f len(X.worgs) < 15:
return “"NORMAL"

LABELING FUNCTIONS (LFs)

Probabilistic g
training label C

I.STM TEXT o
Target modality x,

GENERATIVE
MODEL MODEL

TARGET MODALITY
END MODEL

Dunmon et al. Cross-Modal Data Programming Enables Rapid Medical Machine Learning, 2020.
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Summary

Today we covered:

- One more example of deep learning in genomics
- Multimodal data and models
-  Weakly supervised learning

Next time:

- Special topics: Al for COVID-19
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