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Did you know?






Code in Place : Course with the most section leaders?

905 section leaders teach
10,000 students
First half of Stanford CS106A
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20% experienced job loss or home loss
10x retention vs baseline MOOC
r 99% wanted more (after first section)
1621 2225 2690 3195 3640401 6k hours of live teaching
60k hours of lecture watched
Better CS106A for Stanford students




Have you thought about teaching?
Great way to learn

Great way to give back



In-person teaching around the world.
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1. How to make your own project
2. What other languages look like
3. Deep Learning in Python



Life after CS106A



Programming Languages
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evens = [ ]
for 1 in range(100):
if 1 %8 2 == 0:
evens.append(1i)
print evens

prints [2, 4, 6, 8, 10, 12, .. ]




C++

Vector<double> evens;
for(int i = 0; i < 100; i++) {

if(1i % 2 == 0) {

evens.add(1i);

|| -

}
}

cout << evens << endl;

prints [2, 4, 6, 8, 10, 12, .. ]




Vector<double> evens;
for(int i = 0; i < 100; i++) {
if(1i % 2 == 0) {
evens.add(1);
}
}

cout << evens << endl;

prints [2, 4, 6, 8, 10, 12, .. ]
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Java

ArrayList<Double> evens = new ArrayList<Double>();
for(int i = 0; i < 100; i++) {
if(1 % 2 == 0) {

evens.add(1);

}
}

println(evens);

prints [2, 4, 6, 8, 10, 12, .. ]




Javascript

var evens = [ ]
for(var i = 0; i < 100; i++) {
if(1 % 2 == 0) {

evens.push(1i)

}
}

console.log(evens)

prints [2, 4, 6, 8, 10, 12, .. ]




Lets Play

0@ @ example.html X +
C {Y @ File | /Users/Chris/Documents/Teaching/cs10... Y& ® POy B A =] @
Awesome website
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There is something going on
in the world of Al



[suspense]



Self Driving Cars




Computers Making Art




The Last Remaining Board Game
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Early Optimism 1950

1952

1955

ATP System
(theorem prover)
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Yes No
(proof/  Timeout
answer)
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Computer Vision




Classification

That is a picture

of a one
 — T




Classification

That is a picture

of a zero
 — T




Classification

That is a picture

of an zero
L~ T o——

* It doesn’t have to
be correct all of the
time




ldentifying Cats

Here's one way you might code this...

def is cat(image):
if contains two eyes(image):
if has whiskers(image):
if has pointy ears(image):
return True
return False




Some Tricky Cases




Great idea inspired by biology



Neuron

" Dcndrites

Myeln
sheath

Termiral button \
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Neuron

Termiral button




Neuron
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Neuron

" Dcndrites

Termiral bulton-ﬁk\




Neuron

" Dcndrites

Termiral l:xultc.'n‘-ﬁg~




Some Inputs are More Important

" Dcndrites




Artificial Neuron

# calculate the activation of a neuron
def activate(weights_list, inputs_list):
weighted_sum = 0;
for i in range(len(inputs)):
weighted_sum += weights_list[i] * inputs_list[i]

return squash(weighted_sum);

# the sigmoid function forces a value to be between 0 and 1
def squash(value):
return 1 / (1 + math.exp(-value));
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Biological Basis for Neural Networks

* A neuron
ij Dendmes Xl 91
\ \ ““In
| . a w_Axon . X 93 f y
“ { N Out 3 e
—~ 4
YA Neuron scheme X4
* Your brain
X1 S
X S
-4
X4 Py
X4 s

Actuall




Demonstration

Draw your number here
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Layer visibility _ oy, ( ) \
Input layer Show a
Convolution layer 1 Show
Downsampling layer 1 Show
Convolution layer 2 Show
Downsampling layer 2 Show

http://scs.ryerson.ca/~aharley/vis/conv/




Training set: Aligned
images of faces.

object models

object parts
(combination
of edges)

edges

[Honglak Lee]
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Where is this useful?

Epidermal lesions

A machine learning algorithm
performs better than the
best dermatologists.

Developed this year, at
Stanford.

Esteva, Andre, ¢t al. "Dermatologist-level classificatier-af skin cancer with deep
rieural networks." Nature 542.7639 (2017): 115-118.



Estimated daily per capita expenditure, 2012-2015

Nigeria

Tanzania

B
1.5 2 3 4 8
Average daily per capita consumption expenditure ($)

http://sustain.stanford.edu/



09 -

o
00

Benchmark AUC

o
~

S

Understanding Students

-l

>

c<lo

0o = gk

KHAN

I ACADEMY

0.8 -

Khan AUC

0.7 -

Huge improvement in ability
£ to predict for real students

I

Q%




What does it look like?

*| deep_learning.py

4) deep_learning.py

12

13 torch.nn

14 torch.optim Adam
15 torch.optim SGD
16 torch

torch.nn. functional
math

pickle

numpy np

csv

N_COUNTRIES - 329

UVE WN =

def main():

~N o

data load_NWEA_data()
model = DeepLearningModel()
optimize(model, data)

def loadData():
pickle. load(open('data.pkl', 'rb'))
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class DeepLearningModel(nn.Module):
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def __init__ (self):
super().__init_ ()
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self.theta = nn.Parameter(torch.ones(N_COUNTRIES))

self.offset_param = nn.Parameter(torch.ones(1) + 150.0)
self.scale_param = nn.Parameter(torch.ones(1) 1500.0)
self.amplitude_param = nn.Parameter(torch.ones(1) 9.0)
self.floor_param = nn.Parameter(torch.ones(1) 1)
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def forward(self, alpha, country_one_hot):
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ability = torch.matmul(country_one_hot,self.theta).unsqueeze(1)
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