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In our first CS courses at Stanford, we were taught that coding could turn 
anyone into a superhero.





But, what many programmers never learn in school:
With great power comes great responsibility, and every 
product has unintended consequences.



Other disciplines, engineering and otherwise, 
have strict ethical standards with real 
consequences

- Aviation
- Medicine/biotech
- Civil engineering



Software Engineering Other Engineering Fields

In a 🌰:



Lecture TLDR:
We must not only frequently reflect on our ever-changing biases and 
values, but also stand up for what we believe in.

Lecture Overview:
- Set the stage
- How did we get here (the wild west)?
- What are the implications?
- How can we shape the future of tech?
- Optional at-home exercises!!



Setting the stage: 
the Silicon Valley of 
Today





An example that hits close to home:



● “I just build things”
● “I’m just an engineer”
● “Once the rockets are up, who cares where they come down?”
● “Ethics is something that someone else does”
● “It’s not my job to identify all relevant ethical implications”

Ethics as a Speciality, Rather than the Foundation 



A differing opinion



This “ethics as a specialty” attitude is widespread

“Discussing the social and ethical impact 
of computing is not doing computer 
science.”

-A CS Department Chair



Why does this attitude exist?

Yes, ethics often plays some part in a university’s computing curriculum.

But, the most common approach is a stand-alone ethics class, often taught at the 
end of a degree program.

- “Silo-ing” ethics
- By teaching ethics outside of a technical context, students often see it as 

irrelevant to them. 



Imagine: 👀

How might attitudes change if, from day one, we taught consideration for ethical and social 
implications as an integral part of technical practice? What if we taught students when they 
first learned to write code or build technologies that a fundamental component is thinking 
through the implications — and that if you don’t do that, you’ve missed a vital step, an error 
just as damaging as not learning to test or debug your code. When ethics only comes up in 
classes devoted to it, we reinforce the idea that ethics is an add-on; if we want computing 
professionals to think about ethics in their technical practice, it should also be part of 
technical classes.

- Casey Fiesler, CU Boulder Faculty in Information Science



Unlike other fields, you don’t need a degree to do 
harm with code

- Ethics courses are pretty much mandatory for every computer science 
student in a university programm. 

- However, the problem with this is that a huge part of the programming 
community these days consists of self-taught developers or 
individuals who attended some “coding bootcamp,” which rarely, if 
ever, include any ethical training.



So, where did this attitude come from?

● The “Great Man” Myth
● Lax regulation



The old face of computing
Ada Lovelace, the first coder A 1967 Cosmopolitan article

‘Hidden Figures’ Women



1984: The Year women were forced out of 
programming

- Hollywood messaging: Computers were a male domain. 
- In hit movies like “WarGames,” “Revenge of the Nerds,” “Tron,” and others, the computer 

nerds were nearly always young white men. 
- Video games were pitched far more often at boys.



1984: The Year women were forced out of 
programming
Companies began using personality tests to 
select specifically for these sorts of caustic 
loner qualities typically seen in men. 

- “It’s not that women are excluded. It’s that 
practically everyone is excluded if you’re 
not a young white or Asian man.”

Whiteboard challenges that don’t resemble 
actual coding work.

- Resemble classroom work at top 
universities, familiar to young men doing 
hiring at companies.



Powerful narratives 
cut women out of 
the picture...



This culminated in the “Great Man Myth” in tech



This attitude obscures huge public-sector 
investment, political support, company employees

Musk’s success at Tesla is undergirded by public-sector investment and political support for clean tech. 

- Tesla has received $1.29 billion in tax incentives from Nevada, where it is building a “gigafactory” to 
produce batteries for cars and consumers. 

- Its loans and tax credits, plus rebates for its consumers, total another $1 billion, according to a recent 
series by the Los Angeles Times.

Every key technology behind the iPhone was state funded:

- Wireless networks
- Internet
- GPS
- Touch-screen display
- Voice-activated personal assistant Siri

http://www.latimes.com/local/la-fi-hy-musk-subsidies-box-20150530-story.html


This great-man myth helps 
excuse (or enable) some truly 
terrible, unethical behavior 
from these leaders. 

It warps the popular 
understanding of how 
technologies develop, 
threatening to undermine the 
structure that is actually 
necessary for future 
innovations: diversity.



Diversity @ Stanford Engineering: 2011-12



Diversity @ Stanford Engineering: 2019-20 👀



Diversity @ Tech Companies
- Women hover at 4%–15% of all software engineers at most companies. 
- More than 30% of women over thirty-five still hold junior positions.
- There are half as many African Americans and Hispanics in tech as in the rest of the 

private sector
- Attrition rates in tech are highest for Black engineers, followed by Latinx engineers. 

Lowest for Asian engineers. These high attrition rate offset hiring gains at companies.
- Nearly one quarter of underrepresented men and women of color experienced 

stereotyping, twice the rate of White and Asian men and women. Almost one-third 
of underrepresented women of color were passed over for promotion--more than 
any other group. 

- Tech companies only recently started publishing diversity reports. Many still don’t share 

statistics!



Tech workers of color are out there



Diverse workforces are crushing the competition!

● Companies with diverse management are more likely to introduce new product 
innovations than are those with homogeneous “top teams” 

● Companies in the top quartile of racial/ethnic diversity are 35% more likely to have 
financial returns above their national industry mean. On the other hand, companies in 
the bottom quartile for both gender and ethnicity/race were statistically less likely to 
achieve above-average financial returns than average.  
○ Why? Because diversity facilitates friction, which enhances deliberation and 

upends conformity



In summary: what has the dominant culture of 
tech been?

- Lone wolf
- Ruthless, individualistic
- A genius coder who’s “constantly building” 

- ...but doesn’t have enough time to consider implications of the work, or better 
alternatives

- Spotlight on white male founders, pushes women and underrepresented 
minorities in tech out of the picture

https://vicki.substack.com/p/its-time-to-build-if-you-have-the


The Unintended(?) Consequences: 
Flawed Datasets and Black Boxes



Bias since the beginning of computing
Shirley Cards Lenna - Playboy pinup model, used for image 

recognition



Bias still present in computing today







“If you don’t teach the algorithm with a diverse set of 
images, then that algorithm won’t work out in the public 
that is diverse,” says Adamson. “So there’s risk, then, for 
people with skin of color to fall through the cracks.” 





Biased tech can lead to censorship of certain 
groups



The impact of this technology extends into real 
life



The Danger of a Black Box: Recidivism
Recidivism: the tendency of a convicted criminal to reoffend.



The Danger of a Black Box: Credit Scores



The Danger of a Black Box: Jobs



Tech is repeatedly used as a bandaid to cover 
societal problems.



Case study from book

When your paychecks surge and dive willy-nilly, it is hard to pay 
bills, make plans, and create a future. The app Even came along 
offering a Silicon Valley–style solution to this problem, in the form of, 
naturally, a phone app. It would smooth the spiky incomes of 
working-class people, for a fee. The initial plan was to sell them a 
service, costing $260 a year, that squirreled away some of their 
money when they made more than the usual, and then in weeks 
when their pay fell short supplemented it with some of what was 
squirreled away. Say you made $500 a week on average, but with 
considerable swings. In a week when you earned $650, $500 would 
go to your regular bank account and $150 would be deposited into 
your virtual Even account. In a week when you earned $410, $500 
would be placed in your bank account



“Does its introduction lessen the pressure for collective action, either 
private collective action like unions or public collective action like social 
movements?” 
“It would be a sad irony if a great new Band-Aid headed off the major 
surgery—expanded unemployment insurance, paid family leave, unions 
and new union alternatives, and so on—that an insecure citizenry so 
desperately needs.”

- This app fails to address the cause of extremely variable paychecks: 
Silicon Valley’s gig economy,



The examples go on and on.. 🙂



Our Role in the Tech of the Future



Safety and ethics are inherent 
to computer science and 
studying these topics should 
be foundational.



Think before you 
build.



Don’t be complicit.
Be the change.
Put your values first.



Getting Involved at Stanford: Classes

- CS 109: Introduction to Probability for Computer Scientists
- CS 152: Trust and Safety Engineering
- CS 181(W)/CS 182: Computers, Ethics, and Public Policy



Getting Involved at Stanford: Internships, 
Fellowships, Alternative Spring Breaks 

- Civic Digital Fellowship
- Public Interest Tech Design Lab
- Stanford Computational Policy Lab
- CS+Social Good
- Code the Change
- ASBs:

- Capital or Community? Housing Inequality in the Bay Area

- Digital Government in California (Allison helped teach this)
- and more!

https://www.codingitforward.com/fellowship
http://www.legaltechdesign.com/
https://policylab.stanford.edu/
https://cs4good.com/
https://codethechange.org


Examples!

Will be posted to the CS106A website soon! 😤



Questions?

Slides will be shared on course website!



Bias in Tech Recruiting
Grace Hopper

- Events like grace hopper seek to boost representation without changing the underlying racist tendency of the system. Are just avowing the value of 
the system and putting a bandaid on the actual problem

Resumes/Interviews/Job Listings: 
https://blog.interviewing.io/you-cant-fix-diversity-in-tech-without-fixing-the-technic
al-interview/ 

https://medium.com/@racheltho/how-to-make-tech-interviews-a-little-less-awful-c
29f35431987 

https://www.wired.com/2013/03/hiring-women/ 

https://blog.interviewing.io/you-cant-fix-diversity-in-tech-without-fixing-the-technical-interview/
https://blog.interviewing.io/you-cant-fix-diversity-in-tech-without-fixing-the-technical-interview/
https://medium.com/@racheltho/how-to-make-tech-interviews-a-little-less-awful-c29f35431987
https://medium.com/@racheltho/how-to-make-tech-interviews-a-little-less-awful-c29f35431987
https://www.wired.com/2013/03/hiring-women/


Corporate Performative Activism amidst #BLM

Very small changes in diversity #s

Show linkedin post!



Diversity training won’t fix it

There are effective diversity initiatives, but Silicon Valley relies heavily on diversity trainings with no proven return on investment. The 
diversity industry is estimated to be worth $200 billion, at least $8 billion of which goes to diversity trainings.13 An estimated 43 
percent of U.S. organizations report using diversity trainings, and nearly all Fortune 500 companies do so.14 Yet despite the fervor for 
these trainings, research indicates that the majority are ineffective or counterproductive. Studies show that they have no significant 
effects on individual attitudes toward racial or gender groups.15 As Harvard University and Tel Aviv University professors Frank Dobbin 
and Alexandra Kalev explain, while in the short term, most people learn to provide politically correct responses to questions about bias, 
in the long term, they “forget the right answers” and report increased animosity toward other groups following these trainings.16 
Moreover, Dobbin and Kalev found that five years after establishing mandatory diversity trainings for managers, the proportion of white 
women, black men, and Hispanics in management positions remained stagnant, while the proportion of black women and Asian 
Americans decreased.

Despite this research, a multitude of companies in Silicon Valley have deployed diversity trainings for their staff because the trainings 
are, among other things, novel, and often—as in the case of unconscious bias trainings—blameless.17Regardless of the mechanism, 
the results are the same: Tech companies’ expensive diversity trainings to decrease bias do not positively affect the diversity of their 
workforces. Similarly, providing the training should not bolster a company’s assertions that their recruitment and retention policies are 
nondiscriminatory in their effects. Money would be better spent investing in programming that has a proven track record of success, 
such as creating diversity plans and establishing and funding diversity initiatives to be carried out through diversity managers or 
diversity councils

https://www.americanprogress.org/issues/race/reports/2017/03/29/429424/supply-diverse-workers-tech-silicon-valley-lacking-diversity/#fn-429424-13
https://www.americanprogress.org/issues/race/reports/2017/03/29/429424/supply-diverse-workers-tech-silicon-valley-lacking-diversity/#fn-429424-14
https://www.americanprogress.org/issues/race/reports/2017/03/29/429424/supply-diverse-workers-tech-silicon-valley-lacking-diversity/#fn-429424-15
https://www.americanprogress.org/issues/race/reports/2017/03/29/429424/supply-diverse-workers-tech-silicon-valley-lacking-diversity/#fn-429424-16
https://www.americanprogress.org/issues/race/reports/2017/03/29/429424/supply-diverse-workers-tech-silicon-valley-lacking-diversity/#fn-429424-17


A tech savior complex in the Valley

- Rhetoric of predominantly white VCs: BUILD and DISRUPT. This mindset can 
impact disadvantaged communities negatively.

- Optimization is a huge theme in software engineering. But any type of 
optimization is going to disenfranchise people, because it is optimal to design for 
the majority.


