## Hashing <br> Part Two

## Outline for Today

- Recap from Last Time
- A quick refresher on hash functions.
- Hashing Variants
- We built a hash table last lecture. There are other strategies we could have used.
- Linear Probing
- A deceptively simple and fast hashing scheme.
- Robin Hood Hashing
- Moving items around in a hash table.


## Recap from Last Time

## Hash Functions

- A hash function is a function that takes an object as input and produces an integer called its hash code.

- If you feed the same input to a hash function multiple times, it will always produce the same output.
- Aside from this, though, the outputs of hash functions should look more or less random.


## Hash Tables

- A hash table is a data structure where items are positioned in an array based on their hash code.
- Last time, we saw chained hashing, where all items with the same hash code are stored in the same slot.



## Try It Yourself!

- Insert the following values into this hash table.
- A (hash code 0)
- B (hash code 1)
- $C$ (hash code 2)
- D (hash code 0)
- E (hash code 0)
- F (hash code 1)

Work this out with a pencil and paper!
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- Insert the following values into this hash table.
- A (hash code 0)
- B (hash code 1)
- $C$ (hash code 2)
- $D$ (hash code 0)
- E (hash code 0)
- F (hash code 1)

Now, confer with your neighbors!
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## Try It Yourself!

- Insert the following values into this hash table.
- A (hash code 0)
- B (hash code 1)
- $C$ (hash code 2)
- $D$ (hash code 0)
- E (hash code 0)
- $F$ (hash code 1)


New Stuff!

## Making Fast Hash Tables

- Hash tables, like the one we saw last time, are among the most-commonly-used data structures in practice.
- As a result, it's important for them to work as quickly and efficiently as possible.
- Anecdote: Google recently invested years of effort building a faster hash table. Why?
(Better hash tables) $\times$ (Lots of computers)
$=$
(Huge equipment, power, and $\mathrm{CO}_{2}$ savings)
- The faster table they developed is based on insights from a different approach to building Map and Set.


## Open Addressing

- The style of hashing we saw last time is called chained hashing, since we "chain" together all the items that have the same hash code.
- There is a family of other hash tables that use an idea called open addressing.
- In open addressing,
each table slot holds at most one element.
- If multiple elements hash to the same slot, they "leak out" and spill over into other free slots.


## Linear Probing

- Linear probing is a simple openaddressing hashing strategy.
- We maintain an array of slots, which we think of as forming a ring.
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## Linear Probing at a Glance $\star$

- To check if an element exists in the table:

Compute the hash code of the element.
Jump to that location in the table.
Scan forward - wrapping around if necessary - until the item or an empty slot is found.

- To insert an element into the table:

If the item already exists, do nothing.
Otherwise, jump to the slot given by the hash code of the element.
Walk forward - wrapping around if necessary - until a blank spot or tombstone slot is found. Then, put the item there.

- To remove an element from the table:

Jump to the slot given by the hash code of the element. Walk forward - wrapping around if necessary - until the item or an empty slot is found. If the item is found, replace it with a tombstone.

## How Fast is Linear Probing?

- Recall: The load factor of a hash table, denoted $\boldsymbol{a}$, is the ratio of the number of items in the table to the number of slots.
- Fact: For any fixed value $\alpha<1$, the expected cost of a lookup in a linear probing table is $\mathrm{O}(1)$, assuming you have a good hash function (and you rehash when the table gets too full).
- This is the same big-O cost as a chained hash table, though with a totally different strategy!


## Try It Yourself!

- Insert the following values into this table.
- $A$ (hash code 5)
- $B$ (hash code 5)
- $C$ (hash code 5)
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## Time-Out for Announcements!

## Assignment 7

- Assignment 6 was due today at 10:30AM.
- Grace period for late submissions ends Saturday at 10:30AM Pacific time.
- Assignment 7 (The Great Stanford Hash-Off) goes out today. It's due next Friday.
- Implement the hashing strategies from today!
- See how fast these approaches are and how they compare against chained hashing!
- YEAH hours are at 3:30PM today. Check EdStem for the Zoom link.
- As always, come talk to us if you have any questions! That's what we're here for.


## Presidents' Day

- This upcoming Monday is a day off because of the Presidents' Day holiday.
- Looking for a way to spend the day? I've posted an Outdoor Activities Guide on the website that lists local nature spots and restaurants:
https://web.stanford.edu/class/cs106b/outdoor_activities
- It's also linked off the main page of the course website.


## Back to CS106B...

## A Question of Fairness

- Suppose we look up each of these elements. How many slots would we need to look at to find each of them?

| $\mathbf{1}$ |  |  |  | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{1}$ | $\mathbf{3}$ | $\mathbf{5}$ | $\mathbf{7}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  |
|  | $\mathrm{A}(5)$ | $\mathrm{B}(5)$ | $\mathrm{C}(5)$ | $\mathrm{D}(8)$ | $\mathrm{E}(7)$ | $\mathrm{F}(6)$ | $\mathrm{G}(5)$ |  |  |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |
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- When we insert an element, if the element we're inserting is further from home than the current element, we displace that element to make room for the new one.

G(5)
0

|  | A (5) |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Robin Hood hashing is a slight modification to linear probing.
- When we insert an element, if the element we're inserting is further from home than the current element, we displace that element to make room for the new one.

| 0 |
| :---: |
| $\mathbf{B ( 5 )}$ |
| $\boldsymbol{O}$ |

C (5)
D (8)
E (7)
F (6)
G(5)

|  | A (5) |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Robin Hood hashing is a slight modification to linear probing.
- When we insert an element, if the element we're inserting is further from home than the current element, we displace that element to make room for the new one.


## 1 <br> B (5)

C (5)
D (8)
E (7)
F (6)
G(5)
0

|  | A (5) |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Robin Hood hashing is a slight modification to linear probing.
- When we insert an element, if the element we're inserting is further from home than the current element, we displace that element to make room for the new one.

C (5)
D (8)
E (7)
F (6)
G(5)

| O |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A (5) | B (5) |  |  |  |  |  |  |  |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Robin Hood hashing is a slight modification to linear probing.
- When we insert an element, if the element we're inserting is further from home than the current element, we displace that element to make room for the new one.

| 0 |  |  |  |  |  |  |  | F (6) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| C (5) |  |  |  |  |  |  |  | G (5) |
| 0 | 1 |  |  |  |  |  |  |  |
| A (5) | B (5) |  |  |  |  |  |  |  |
| 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Robin Hood hashing is a slight modification to linear probing.
- When we insert an element, if the element we're inserting is further from home than the current element, we displace that element to make room for the new one.


| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

- Robin Hood hashing is a slight modification to linear probing.
- When we insert an element, if the element we're inserting is further from home than the current element, we displace that element to make room for the new one.

> | 2 |
| :---: |
| $C(5)$ |

D (8)
E (7)
F (6)
G(5)

| O |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A (5) | B (5) |  |  |  |  |  |  |  |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Robin Hood hashing is a slight modification to linear probing.
- When we insert an element, if the element we're inserting is further from home than the current element, we displace that element to make room for the new one.

D (8)
E (7)
F (6)
G(5)

| O | 1 | 2 |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A (5) | B (5) | C (5) |  |  |  |  |  |  |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Robin Hood hashing is a slight modification to linear probing.
- When we insert an element, if the element we're inserting is further from home than the current element, we displace that element to make room for the new one.


## 0 <br> D (8)

E (7)
F (6)
G(5)

| O | 1 | 2 |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A (5) | B (5) | C (5) |  |  |  |  |  |  |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Robin Hood hashing is a slight modification to linear probing.
- When we insert an element, if the element we're inserting is further from home than the current element, we displace that element to make room for the new one.

E (7)
F (6)
G(5)

|  | O | $\mathbf{1}$ | $\mathbf{2}$ | $\boldsymbol{0}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A (5) | $\mathbf{B}(5)$ | $\mathbf{C}(5)$ | $\mathbf{D}(8)$ |  |  |  |  |  |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Robin Hood hashing is a slight modification to linear probing.
- When we insert an element, if the element we're inserting is further from home than the current element, we displace that element to make room for the new one.

- Robin Hood hashing is a slight modification to linear probing.
- When we insert an element, if the element we're inserting is further from home than the current element, we displace that element to make room for the new one.

- Robin Hood hashing is a slight modification to linear probing.
- When we insert an element, if the element we're inserting is further from home than the current element, we displace that element to make room for the new one.

- Robin Hood hashing is a slight modification to linear probing.
- When we insert an element, if the element we're inserting is further from home than the current element, we displace that element to make room for the new one.

| 1 |
| :---: |
| $D(8)$ |



- Robin Hood hashing is a slight modification to linear probing.
- When we insert an element, if the element we're inserting is further from home than the current element, we displace that element to make room for the new one.

G(5)

| O | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{1}$ | $\mathbf{1}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A (5) | B (5) | C (5) | E (7) | D (8) |  |  |  |  |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Robin Hood hashing is a slight modification to linear probing.
- When we insert an element, if the element we're inserting is further from home than the current element, we displace that element to make room for the new one.

|  |  | 0 |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | F (6) |  |  |  |  |  |  | G (5) |
|  | 0 | 1 | 2 | 1 | 1 |  |  |  |  |
|  | A (5) | B (5) | C (5) | E (7) | D (8) |  |  |  |  |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Robin Hood hashing is a slight modification to linear probing.
- When we insert an element, if the element we're inserting is further from home than the current element, we displace that element to make room for the new one.

$$
\begin{gathered}
1 \\
F(6)
\end{gathered}
$$

| O | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{1}$ | $\mathbf{1}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A (5) | B (5) | C (5) | E (7) | D (8) |  |  |  |  |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Robin Hood hashing is a slight modification to linear probing.
- When we insert an element, if the element we're inserting is further from home than the current element, we displace that element to make room for the new one.

- Robin Hood hashing is a slight modification to linear probing.
- When we insert an element, if the element we're inserting is further from home than the current element, we displace that element to make room for the new one.

|  |  |  |  | 1 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | E (7) |  |  |  |  | G (5) |
|  | 0 | 1 | 2 | 2 | 1 |  |  |  |  |
|  | A (5) | B (5) | C (5) | F (6) | D (8) |  |  |  |  |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Robin Hood hashing is a slight modification to linear probing.
- When we insert an element, if the element we're inserting is further from home than the current element, we displace that element to make room for the new one.

|  | $\mathbf{E}$ is further from home than D. It's not "fair" that $\mathbf{D}$ gets this slot. |  |  |  | $\begin{gathered} 2 \\ E(7) \end{gathered}$ |  |  | G (5) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 | 1 | 2 | 2 | 1 |  |  |  |  |
|  | A (5) | B (5) | C (5) | F (6) | D (8) |  |  |  |  |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Robin Hood hashing is a slight modification to linear probing.
- When we insert an element, if the element we're inserting is further from home than the current element, we displace that element to make room for the new one.

- Robin Hood hashing is a slight modification to linear probing.
- When we insert an element, if the element we're inserting is further from home than the current element, we displace that element to make room for the new one.


## 2 <br> D (8)

G(5)

| O | 1 | 2 | 2 | 2 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A (5) | B (5) | C (5) | F (6) | E (7) |  |  |  |  |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Robin Hood hashing is a slight modification to linear probing.
- When we insert an element, if the element we're inserting is further from home than the current element, we displace that element to make room for the new one.

G(5)

|  | O | 1 | 2 | 2 | 2 | 2 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A (5) | B (5) | C (5) | F (6) | E (7) | D (8) |  |  |  |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Robin Hood hashing is a slight modification to linear probing.
- When we insert an element, if the element we're inserting is further from home than the current element, we displace that element to make room for the new one.

- Robin Hood hashing is a slight modification to linear probing.
- When we insert an element, if the element we're inserting is further from home than the current element, we displace that element to make room for the new one.


## 1 $(5)$

|  | O | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{2}$ | $\mathbf{2}$ | $\mathbf{2}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A (5) | B (5) | C (5) | F (6) | E (7) | D (8) |  |  |  |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Robin Hood hashing is a slight modification to linear probing.
- When we insert an element, if the element we're inserting is further from home than the current element, we displace that element to make room for the new one.


## 2 <br> G(5)

| O | 1 | 2 | 2 | 2 | 2 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A (5) | B (5) | C (5) | F (6) | E (7) | D (8) |  |  |  |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Robin Hood hashing is a slight modification to linear probing.
- When we insert an element, if the element we're inserting is further from home than the current element, we displace that element to make room for the new one.

|  |  |  |  | 3 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | G (5) |  |  |  |  |  |
|  | 0 | 1 | 2 | 2 | 2 | 2 |  |  |  |
|  | A (5) | B (5) | C (5) | F (6) | E (7) | D (8) |  |  |  |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Robin Hood hashing is a slight modification to linear probing.
- When we insert an element, if the element we're inserting is further from home than the current element, we displace that element to make room for the new one.

- Robin Hood hashing is a slight modification to linear probing.
- When we insert an element, if the element we're inserting is further from home than the current element, we displace that element to make room for the new one.

- Robin Hood hashing is a slight modification to linear probing.
- When we insert an element, if the element we're inserting is further from home than the current element, we displace that element to make room for the new one.

|  |  |  |  |  | 2 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | E (7) |  |  |  |  |
|  | 0 | 1 | 2 | 3 | 3 | 2 |  |  |  |
|  | A (5) | B (5) | C (5) | G (5) | F (6) | D (8) |  |  |  |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Robin Hood hashing is a slight modification to linear probing.
- When we insert an element, if the element we're inserting is further from home than the current element, we displace that element to make room for the new one.

- Robin Hood hashing is a slight modification to linear probing.
- When we insert an element, if the element we're inserting is further from home than the current element, we displace that element to make room for the new one.

- Robin Hood hashing is a slight modification to linear probing.
- When we insert an element, if the element we're inserting is further from home than the current element, we displace that element to make room for the new one.

- Robin Hood hashing is a slight modification to linear probing.
- When we insert an element, if the element we're inserting is further from home than the current element, we displace that element to make room for the new one.

|  | O | 1 | 2 | 3 | 3 | 3 | 3 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A (5) | B (5) | C (5) | G (5) | F (6) | E (7) | D (8) |  |  |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Robin Hood hashing is a slight modification to linear probing.
- When we insert an element, if the element we're inserting is further from home than the current element, we displace that element to make room for the new one.

0
H(12)

|  | 0 | 1 | 2 | 3 | 3 | 3 | 3 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A (5) | B (5) | C (5) | G (5) | F (6) | E (7) | D (8) |  |  |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Robin Hood hashing is a slight modification to linear probing.
- When we insert an element, if the element we're inserting is further from home than the current element, we displace that element to make room for the new one.

|  | 0 | 1 | 2 | 3 | 3 | 3 | 3 | 0 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A (5) | B (5) | C (5) | G (5) | F (6) | E (7) | D (8) | H(12) |  |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Robin Hood hashing is a slight modification to linear probing.
- When we insert an element, if the element we're inserting is further from home than the current element, we displace that element to make room for the new one.

|  | 0 | 1 | 2 | 3 | 3 | 3 | 3 | 0 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{~A}(5)$ | $\mathrm{B}(5)$ | $\mathrm{C}(5)$ | $\mathrm{G}(5)$ | $\mathrm{F}(6)$ | $\mathrm{E}(7)$ | $\mathrm{D}(8)$ | $\mathrm{H}(12)$ |  |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Robin Hood hashing is a slight modification to linear probing.
- When we insert an element, if the element we're inserting is further from home than the current element, we displace that element to make room for the new one.

|  | 0 | 1 | 2 | 3 | 3 | 3 | 3 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A (5) | B (5) | C (5) | G (5) | F (6) | E (7) | D (8) | H(12) | I (13) |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Neat trick: We can make unsuccessful lookups in a Robin Hood hashing table faster than in a linear probing table.
- Idea: Compare the distances of the item to insert and the item being looked up.

|  | 0 | 1 | 2 | 3 | 3 | 3 | 3 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A (5) | B (5) | C (5) | G (5) | F (6) | E (7) | D (8) | H(12) | I (13) |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Neat trick: We can make unsuccessful lookups in a Robin Hood hashing table faster than in a linear probing table.
- Idea: Compare the distances of the item to insert and the item being looked up.

|  |  | 0 | 2 | 3 | 3 | 3 | 3 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | J (6) |  |  |  |  |  |  |  |
| 0 |  | 1 |  |  |  |  |  |  |  |
|  | A (5) | B (5) | C (5) | G (5) | F (6) | E (7) | D (8) | H(12) | I(13) |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Neat trick: We can make unsuccessful lookups in a Robin Hood hashing table faster than in a linear probing table.
- Idea: Compare the distances of the item to insert and the item being looked up.


## 1 $J(6)$

|  | 0 | 1 | 2 | 3 | 3 | 3 | 3 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{~A}(5)$ | $\mathrm{B}(5)$ | $\mathrm{C}(5)$ | $\mathrm{G}(5)$ | $\mathrm{F}(6)$ | $\mathrm{E}(7)$ | $\mathrm{D}(8)$ | $\mathrm{H}(12)$ | $\mathrm{I}(13)$ |
| $\cdots$ | $\cdots$ |  |  |  |  |  |  |  |  |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Neat trick: We can make unsuccessful lookups in a Robin Hood hashing table faster than in a linear probing table.
- Idea: Compare the distances of the item to insert and the item being looked up.

|  | $\begin{gathered} 2 \\ \hline J(6) \end{gathered}$ |  |  |  | 3 | 3 | 3 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  |
|  | 0 | 1 | 2 | 3 |  |  |  |  |  |
|  | A (5) | B (5) | C (5) | G (5) | F (6) | E (7) | D (8) | H(12) | I (13) |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Neat trick: We can make unsuccessful lookups in a Robin Hood hashing table faster than in a linear probing table.
- Idea: Compare the distances of the item to insert and the item being looked up.

- Neat trick: We can make unsuccessful lookups in a Robin Hood hashing table faster than in a linear probing table.
- Idea: Compare the distances of the item to insert and the item being looked up.

If J were in this table, it would have displaced the E. So J can't be in the table!


- Neat trick: Robin Hood hashing doesn't need tombstones.
- We can use a technique called backward-shift deletion instead.

|  | 0 | 1 | 2 | 3 | 3 | 3 | 3 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A (5) | B (5) | C (5) | G (5) | F (6) | E (7) | D (8) | H(12) | I (13) |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Neat trick: Robin Hood hashing doesn't need tombstones.
- We can use a technique called backward-shift deletion instead.

|  | 0 | 1 | 2 | 3 | 3 | 3 | 3 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A (5) | $\mathbf{B}(5)$ | $\mathrm{C}(5)$ | $\mathrm{G}(5)$ | $\mathrm{F}(6)$ | $\mathrm{E}(7)$ | $\mathrm{D}(8)$ | $\mathrm{H}(12)$ | $\mathrm{I}(13)$ |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Neat trick: Robin Hood hashing doesn't need tombstones.
- We can use a technique called backward-shift deletion instead.

|  | 0 | 1 | 2 | 3 |  | 3 | 3 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A (5) | B (5) | C (5) | G (5) |  | E (7) | D (8) | H(12) | I (13) |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Neat trick: Robin Hood hashing doesn't need tombstones.
- We can use a technique called backward-shift deletion instead.


- Neat trick: Robin Hood hashing doesn't need tombstones.
- We can use a technique called backward-shift deletion instead.

This element is far from home. Let's move it closer!

|  | 0 | 1 | 2 | 3 |  | 3 | 3 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A (5) | B (5) | C (5) | G (5) |  | E (7) | D (8) | H(12) | I (13) |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Neat trick: Robin Hood hashing doesn't need tombstones.
- We can use a technique called backward-shift deletion instead.

|  | 0 | 1 | 2 | 3 | 2 |  | 3 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A (5) | B (5) | C (5) | G (5) | E (7) |  | D (8) | H(12) | I (13) |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Neat trick: Robin Hood hashing doesn't need tombstones.
- We can use a technique called backward-shift deletion instead.


## This element is far from home. Let's move it closer!

| 0 | 1 | 2 | 3 | 2 | 3 |
| :--- | :--- | :--- | :--- | :--- | :--- |

A (5) $B$ (5) $C(5) G(5) E(7)$
D (8) $\mathbf{H}(12) \mathbf{I}(13) \ldots$
4
67
8
9
$\square$

- Neat trick: Robin Hood hashing doesn't need tombstones.
- We can use a technique called backward-shift deletion instead.

|  | 0 | 1 | 2 | 3 | 2 | 2 |  | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A (5) | B (5) | C (5) | G (5) | E (7) | D (8) |  | H(12) | I (13) |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Neat trick: Robin Hood hashing doesn't need tombstones.
- We can use a technique called backward-shift deletion instead.


- Neat trick: Robin Hood hashing doesn't need tombstones.
- We can use a technique called backward-shift deletion instead.

|  | 0 | 1 | 2 | 3 | 2 | 2 |  | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A (5) | B (5) | C (5) | G (5) | E (7) | D (8) |  | H(12) | I (13) |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Neat trick: Robin Hood hashing doesn't need tombstones.
- We can use a technique called backward-shift deletion instead.

|  | 0 | 1 | 2 | 3 | 2 | 2 |  | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A (5) | B (5) | C (5) | G (5) | E (7) | D (8) |  | H(12) | I (13) |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Neat trick: Robin Hood hashing doesn't need tombstones.
- We can use a technique called backward-shift deletion instead.

|  | 0 | 1 | 2 |  | 2 | 2 |  | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A (5) | B (5) | C (5) |  | E (7) | D (8) |  | H(12) | I (13) |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Neat trick: Robin Hood hashing doesn't need tombstones.
- We can use a technique called backward-shift deletion instead.

|  | 0 | 1 | 2 | 1 |  | 2 |  | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A (5) | B (5) | C (5) | E (7) |  | D (8) |  | H(12) | I (13) |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Neat trick: Robin Hood hashing doesn't need tombstones.
- We can use a technique called backward-shift deletion instead.

|  | 0 | 1 | 2 | 1 | 1 |  |  | 0 | 0 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A (5) | B (5) | C (5) | E (7) | D (8) |  |  | H(12) | I(13) | $\ldots$ |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |  |

- Neat trick: Robin Hood hashing doesn't need tombstones.
- We can use a technique called backward-shift deletion instead.

|  | 0 | 1 | 2 | 1 | 1 |  |  | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A (5) | B (5) | C (5) | E (7) | D (8) |  |  | H(12) | I (13) |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Neat trick: Robin Hood hashing doesn't need tombstones.
- We can use a technique called backward-shift deletion instead.

|  | 0 | 1 | 2 | 1 | 1 |  |  | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A (5) | B (5) | C (5) | E (7) | D (8) |  |  | H(12) | I (13) |
| 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

- Neat trick: Robin Hood hashing doesn't need tombstones.
- We can use a technique called backward-shift deletion instead.

- Neat trick: Robin Hood hashing doesn't need tombstones.
- We can use a technique called backward-shift deletion instead.



## * Robin Hood Hashing at a Glance *

- To check if an element exists in the table:

Jump to the spot in the table given by the element's hash code.
Scan forward - wrapping around if necessary - keeping track of how many steps you've taken. Stop when you find the item, you find a blank slot, or you find a filled slot closer to home than the number of steps you've taken.

- To insert an element into the table:

If the element is already in the table, do nothing.
Jump to the table slot given by the element's hash code. Scan forward - wrapping around if necessary - keeping track of the number of steps taken. If you find an empty slot, place the element there. Otherwise, if the current slot is full and closer to home than the element you're inserting, place the item to insert there, displacing the element that was at that spot, and continue the insertion as if you were inserting the displaced element.

- To remove an element from the table:

Jump to the slot given by the hash code of the element.
Walk forward - wrapping around if necessary - until the item or an empty slot is found. If the item is found, remove it. Then, keep moving forward - wrapping around as necessary - moving elements backward in the table one slot until an empty slot or an item in its home position is found.

## Try It Yourself!

- Draw what happens if we insert the following values into this Robin Hood hash table.
- A (hash code 3)
- B (hash code 4)
- C (hash code 4)
- D (hash code 3)
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Discuss with your neighbors!
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## Try It Yourself!

- Draw what happens if we insert the following values into this Robin Hood hash table.
- A (hash code 3)
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- What happens if we delete $A$ ?
- What happens if we now delete $D$ ?


## Robin Hood Hashing

- Like linear probing, with a good hash function, the expected cost of a lookup in a Robin Hood hash table is $\mathrm{O}(1)$.
- (Assuming you have a fixed load factor $\alpha$ and rehash the table when you get too full.)
- Is Robin Hood hashing worth it?
- How do these approaches compare to chained hashing?
- Find out in Assignment 7!


## Your Action Items

- Start Assignment 7
- You know the drill! Slow and steady progress is the name of the game here.


## Next Time

- Presidents' Day
- Take a day off!
- Then, when we're back:
- Linked Lists
- Chaining things together!
- Recursive Data Types
- Data types defined in terms of themselves.

