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• If 𝑋𝑋~𝒩𝒩 𝜇𝜇 ,𝜎𝜎2 , then 

𝐹𝐹 𝑥𝑥 = Φ
𝑥𝑥 − 𝜇𝜇
𝜎𝜎

• Symmetry of the PDF of Normal 
RV implies  Φ −𝑥𝑥 = 1 −Φ 𝑥𝑥

Normal RVs
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CDF has no closed form

CDF of
𝑋𝑋~𝒩𝒩 𝜇𝜇,𝜎𝜎2

𝑃𝑃 𝑋𝑋 ≤ 𝑥𝑥 = 𝐹𝐹 𝑥𝑥 = �
−∞

𝑥𝑥 1
𝜎𝜎 2𝜋𝜋

𝑒𝑒−
𝑦𝑦 − 𝜇𝜇 2

2𝜎𝜎2 𝑑𝑑𝑑𝑑𝑋𝑋~𝒩𝒩(𝜇𝜇,𝜎𝜎2)
mean variance

𝑓𝑓
𝑥𝑥

𝑥𝑥

CDF of Standard Normal Z,
solved for numerically

Review



Standard Normal Table
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• 𝑍𝑍~𝒩𝒩(0, 1) has a numeric lookup 
table for Φ 𝑥𝑥 , where 𝒙𝒙 ≥ 𝟎𝟎.

• Computing implications: saving 
one lookup table for 𝒩𝒩 0, 1
enables you to quickly compute 
probabilities for general 𝒩𝒩(𝜇𝜇,𝜎𝜎2)! 



Today’s plan

Normal approximation for Binomial

Joint distributions (discrete)

Multinomial Random Variable

Text analysis
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Website testing

A. Poisson
B. Bayes’ Theorem
C. Binomial
D. Normal (Gaussian)
E. Uniform
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Strategy:

• 100 people are given a new website design.
• 𝑋𝑋 = # people whose time on site increases
• CEO will endorse the new design if 𝑋𝑋 ≥ 65.
• The design actually has no effect, so P(time on site increases) = 0.5 

independently.
What is 𝑃𝑃 CEO endorses change ? Give a numerical approximation.



Website testing
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Approach 1: Binomial

𝑋𝑋~Bin 𝑛𝑛 = 100,𝑝𝑝 = 0.5
Want: 𝑃𝑃 𝑋𝑋 ≥ 65

𝑃𝑃 𝑋𝑋 ≥ 65 = �
𝑖𝑖=65

100
100
𝑖𝑖 0.5𝑖𝑖 1 − 0.5 100−𝑖𝑖

Define

Solve

• 100 people are given a new website design.
• 𝑋𝑋 = # people whose time on site increases
• CEO will endorse the new design if 𝑋𝑋 ≥ 65.
• The design actually has no effect, so P(time on site increases) = 0.5 independently.

What is 𝑃𝑃 CEO endorses change ? Give a numerical approximation.



Don’t worry, Normal approximates Binomial

Galton Board

(We’ll explain where 
this approximation 
comes from
in 2 weeks’ time)
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Website testing
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Approach 1: Binomial

𝑋𝑋~Bin 𝑛𝑛 = 100,𝑝𝑝 = 0.5
Want: 𝑃𝑃 𝑋𝑋 ≥ 65

Define

Approach 2: approximate with Normal
Define
𝑌𝑌~𝒩𝒩 𝜇𝜇,𝜎𝜎2

𝜇𝜇 = 𝑛𝑛𝑛𝑛 = 50
𝜎𝜎2 = 𝑛𝑛𝑛𝑛 1 − 𝑝𝑝 = 25
𝜎𝜎 = 25 = 5

𝑃𝑃 𝑋𝑋 ≥ 65 ≈ 0.0018
𝑃𝑃 𝑋𝑋 ≥ 65 ≈ 𝑃𝑃 𝑌𝑌 ≥ 65 = 1 − 𝐹𝐹𝑌𝑌(65)

= 1 −Φ 65−50
5

= 1 −Φ 3 ≈ 0.0013 ?
(this approach is actually missing something)

• 100 people are given a new website design.
• 𝑋𝑋 = # people whose time on site increases
• CEO will endorse the new design if 𝑋𝑋 ≥ 65.
• The design actually has no effect, so P(time on site increases) = 0.5 independently.

What is 𝑃𝑃 CEO endorses change ? Give a numerical approximation.

Solve
Solve



You must perform a continuity correction when approximating a discrete RV 
with a continuous RV.

Website testing with continuity correction
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64 65 66               

𝑃𝑃 𝑋𝑋 ≥ 65

𝑌𝑌~𝒩𝒩 50, 25 approximates 𝑋𝑋~Bin 100,0.5

65

≈ 𝑃𝑃 𝑌𝑌 ≥ 64.5

≈ 0.0018

Binomial

Normal



Continuity correction

If 𝑌𝑌~𝒩𝒩 𝑛𝑛𝑛𝑛,𝑛𝑛𝑛𝑛(1 − 𝑝𝑝) approximates 𝑋𝑋~Bin(𝑛𝑛, 𝑝𝑝), 
how do we approximate the following probabilities?
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Discrete (e.g., Binomial) 
probability question

Continuous (Normal) 
probability question

𝑃𝑃 𝑋𝑋 = 6
𝑃𝑃 𝑋𝑋 ≥ 6
𝑃𝑃 𝑋𝑋 > 6
𝑃𝑃 𝑋𝑋 < 6
𝑃𝑃 𝑋𝑋 ≤ 6

…  5 6 7 …



Who gets to approximate?
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1. If there is a choice, use Normal to approx.
2. When using Normal to approximate a 
discrete RV, use a continuity correction.

Poisson approximation
𝑛𝑛 large (> 20), 𝑝𝑝 small (< 0.05)

slight dependence okay

Normal approximation
𝑛𝑛 large (> 20), 𝑝𝑝 mid-ranged (𝑛𝑛𝑝𝑝 1 − 𝑝𝑝 > 10)

independence



Stanford Admissions (a while back)
Stanford accepts 2480 students.
• Each accepted student has 68% chance of attending (independent trials)
• Let 𝑋𝑋 = # of students who will attend

What is 𝑃𝑃 𝑋𝑋 > 1745 ? Give a numerical approximation.

12

Strategy: A. Just Binomial
B. Poisson
C. Normal
D. None/other



Stanford Admissions (about 20 years ago)
Stanford accepts 2480 students.
• Each accepted student has 68% chance of attending (independent trials)
• Let 𝑋𝑋 = # of students who will attend

What is 𝑃𝑃 𝑋𝑋 > 1745 ? Give a numerical approximation.
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Strategy: A. Just Binomial
B. Poisson
C. Normal
D. None/other

𝐸𝐸 𝑋𝑋 = 𝑛𝑛𝑛𝑛 = 1686
Var 𝑋𝑋 = 𝑛𝑛𝑛𝑛 1 − 𝑝𝑝 ≈ 540 → 𝜎𝜎 = 23.3

𝑛𝑛 = 2480, computationally expensive
𝑝𝑝 = 0.68, not small enough
Variance 𝑛𝑛𝑛𝑛 1 − 𝑝𝑝 = 540 > 10

Define an approximation Solve
Let 𝑌𝑌~𝒩𝒩 𝐸𝐸 𝑋𝑋 , Var 𝑋𝑋

𝑃𝑃 𝑋𝑋 > 1745 ≈ 𝑃𝑃 𝑌𝑌 ≥ 1745.5 Continuity
correction

𝑃𝑃 𝑌𝑌 ≥ 1745.5 = 1 − 𝐹𝐹 1745.5

= 1 −Φ
1745.5 − 1686

23.3
= 1 −Φ 2.54 ≈ 0.0055



Today’s plan

Normal approximation for Binomial

Joint distributions (discrete)

Multinomial Random Variable

Text analysis
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Cool normal facts



68% rule
You may have heard the statement:
“68% of the class will fall within 1 standard deviation of the exam average.”
This is only true of normal distributions:
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= 𝐹𝐹 𝜇𝜇 + 𝜎𝜎 − 𝐹𝐹 𝜇𝜇 − 𝜎𝜎

Let 𝑋𝑋~𝒩𝒩 𝜇𝜇,𝜎𝜎2 with CDF 𝐹𝐹.

= Φ
𝜇𝜇 + 𝜎𝜎 − 𝜇𝜇

𝜎𝜎
− Φ

𝜇𝜇 − 𝜎𝜎 − 𝜇𝜇
𝜎𝜎

= Φ 1 −Φ −1 = Φ 1 − 1 −Φ 1

= 2Φ 1 − 1 ≈ 2 0.8413 − 1 = 0.6826𝑥𝑥

𝑃𝑃 𝑋𝑋 − 𝜇𝜇 < 𝜎𝜎 = 𝑃𝑃 𝜇𝜇 − 𝜎𝜎 < 𝑋𝑋 < 𝜇𝜇 + 𝜎𝜎



68% rule
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You may have heard the statement:
“68% of the class will fall within 1 standard deviation of the exam average.”
This is only true of normal distributions:

𝛼𝛼 𝛽𝛽
𝑥𝑥

𝑓𝑓 𝑥𝑥
1

𝛽𝛽 − 𝛼𝛼

𝜇𝜇 = 𝐸𝐸 𝑋𝑋 =
𝛼𝛼 + 𝛽𝛽

2

Var 𝑋𝑋 =
𝛽𝛽 − 𝛼𝛼 2

12 𝜎𝜎 = SD 𝑋𝑋 =
𝛽𝛽 − 𝛼𝛼

12

Counterexample: Let 𝑋𝑋~Unif 𝛼𝛼,𝛽𝛽 .

=
1

𝛽𝛽 − 𝛼𝛼
⋅ 𝜇𝜇 + 𝜎𝜎 − 𝜇𝜇 − 𝜎𝜎

=
1

𝛽𝛽 − 𝛼𝛼
2𝜎𝜎 =

1
𝛽𝛽 − 𝛼𝛼

⋅ 2 ⋅
𝛽𝛽 − 𝛼𝛼

12

= 2/ 12 ≈ 0.58

𝑃𝑃 𝑋𝑋 − 𝜇𝜇 < 𝜎𝜎 = 𝑃𝑃 𝜇𝜇 − 𝜎𝜎 < 𝑋𝑋 < 𝜇𝜇 + 𝜎𝜎



Today’s plan

Normal approximation for Binomial

Joint distributions (discrete)

Multinomial Random Variable

Text analysis

17



Joint distributions
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So far, we have only worked with 1-dimensional random variables:

However, in the real world, events often occur with other events.

2 successes in minute 1, 
none in minutes 2-4,

3 successes in minute 5

# successes 
in a minute

Outcomes on 
two dice rolls

Single 
dice roll



ELO ratings
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What is the probability that the Warriors win?
How do you model zero-sum games?

Review



from scipy import stats
WARRIORS_ELO = 1657
OPPONENT_ELO = 1470
STDEV = 200
NTRIALS = 10000

nSuccess = 0
for i in range(NTRIALS):
w = stats.norm.rvs(WARRIORS_ELO, STDEV)
b = stats.norm.rvs(OPPONENT_ELO, STDEV)
if w > b:
nSuccess += 1

print("Warriors sampled win fraction", float(nSuccess) / NTRIALS)

ELO ratings
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Want: 𝑃𝑃 Warriors win = 𝑃𝑃 𝐴𝐴𝑊𝑊 > 𝐴𝐴𝐵𝐵

≈ 0.7488, calculated by sampling

Review

CS109 Goal: Reason about probabilities 
involving multiple random variables.



Joint probability mass functions
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Roll two 6-sided dice, yielding values 𝑋𝑋 and 𝑌𝑌.

𝑃𝑃 𝑋𝑋 = 1 ∩ 𝑌𝑌 = 6

probability of the intersection
of two events

𝑃𝑃 𝑋𝑋 = 1,𝑌𝑌 = 6
new notation: the comma

𝑋𝑋,𝑌𝑌
random variables

𝑃𝑃 𝑋𝑋 = 𝑎𝑎,𝑌𝑌 = 𝑏𝑏

joint probability mass function

𝑃𝑃 𝑋𝑋 = 1
probability of

an event

𝑃𝑃 𝑋𝑋 = 𝑘𝑘
probability mass function

𝑋𝑋
random variable



Discrete joint distributions
For two discrete joint random variables 𝑋𝑋 and 𝑌𝑌,
the joint probability mass function is defined as:

𝑝𝑝𝑋𝑋,𝑌𝑌 𝑎𝑎, 𝑏𝑏 = 𝑃𝑃 𝑋𝑋 = 𝑎𝑎,𝑌𝑌 = 𝑏𝑏

The marginal distributions of the joint PMF are defined as:
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Use marginal distributions to get a 1-D RV 
from a joint PMF.

𝑝𝑝𝑋𝑋 𝑎𝑎 = 𝑃𝑃 𝑋𝑋 = 𝑎𝑎 = �
𝑦𝑦

𝑝𝑝𝑋𝑋,𝑌𝑌 𝑎𝑎,𝑦𝑦 𝑝𝑝𝑌𝑌 𝑏𝑏 = 𝑃𝑃 𝑌𝑌 = 𝑏𝑏 = �
𝑥𝑥

𝑝𝑝𝑋𝑋,𝑌𝑌 𝑥𝑥, 𝑏𝑏



Two dice
Roll two 6-sided dice, yielding values 𝑋𝑋 and 𝑌𝑌.
1. What is the joint PMF of 𝑋𝑋 and 𝑌𝑌?

2. What is the marginal PMF of 𝑋𝑋?
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𝑝𝑝𝑋𝑋,𝑌𝑌 𝑎𝑎, 𝑏𝑏 = 1/36 𝑎𝑎, 𝑏𝑏 ∈ 1,1 , … , 6,6

𝑝𝑝𝑋𝑋 𝑎𝑎 = 𝑃𝑃 𝑋𝑋 = 𝑎𝑎 = �
𝑦𝑦

𝑝𝑝𝑋𝑋,𝑌𝑌 𝑎𝑎,𝑦𝑦 = �
𝑦𝑦=1

6
1

36
=

1
6 𝑎𝑎 ∈ 1, … , 6



Two dice
Roll two 6-sided dice, yielding values 𝑋𝑋 and 𝑌𝑌.
1. What is the joint PMF of 𝑋𝑋 and 𝑌𝑌?
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𝑝𝑝𝑋𝑋,𝑌𝑌 𝑎𝑎, 𝑏𝑏 = 1/36

𝑋𝑋

1 2 3 4 5 6

𝑌𝑌

1 1/36 ... ... ... ... 1/36 

2 ... ... ... ... ... ...

3 ... ... ... ... ... ...

4 ... ... ... ... ... ...

5 ... ... ... ... ... ...

6 1/36 ... ... ... ... 1/36 

Probability table
• All possible outcomes

for several discrete RVs
• Not parametric (e.g., 

parameter 𝑝𝑝 in Ber(𝑝𝑝))

𝑃𝑃 𝑋𝑋 = 4,𝑌𝑌 = 2

2. What is the marginal PMF of 𝑋𝑋?



Midterm exam

When: Monday, February 10, 7:00pm-9:00pm
Where: Cubberley Auditorium

Not permitted: book/computer/calculator
Permitted: Three 8.5”x11” double-sided sheets of notes

Covers: Up to (and including) week 4 + Lecture Notes 11
Practice: http://web.stanford.edu/class/cs109/exams/midterm.html
Review session: Saturday, 3-5pm, STLC 111

Announcements
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not recorded; materials will be posted though

http://web.stanford.edu/class/cs109/exams/midterm.html


A computer (or three) in every house.
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0 1 2 3

0 .16 ? .07 .04

1 .12 .14 .12 0

2 .07 .12 0 0

3 .04 0 0 0

𝑋𝑋 (# Macs)

𝑌𝑌
(#

 P
Cs

)

A. 1 − .16 + .12 + .07 + ⋯+ .04 = 0.12
B. .24 − .12 = 0.12
C. 0.5 .24 = 0.12
D. All of the above
E. None/other

Consider households in Silicon Valley.
• A household has 𝐶𝐶 computers,

where 𝐶𝐶 = 𝑋𝑋 Macs + 𝑌𝑌 PCs.
• Each computer in a household is

equally likely to be a Mac or PC.

𝑃𝑃 (𝐶𝐶 = 𝑐𝑐) =

0.16, 𝑐𝑐 = 0
0.24, 𝑐𝑐 = 1
0.28, 𝑐𝑐 = 2
0.32, 𝑐𝑐 = 3

What is 𝑃𝑃 𝑋𝑋 = 1,𝑌𝑌 = 0 , the missing 
entry in the probability table?



A computer (or three) in every house.
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0 1 2 3

0 .16 .12 .07 .04

1 .12 .14 .12 0

2 .07 .12 0 0

3 .04 0 0 0

𝑋𝑋 (# Macs)

𝑌𝑌
(#

 P
Cs

)

A. 
0 1 2 3

0 .16 .12 .07 .04

1 .12 .14 .12 0

2 .07 .12 0 0

3 .04 0 0 0

𝑋𝑋 (# Macs)

𝑌𝑌
(#

 P
Cs

)

B. 
0 1 2 3

0 .16 .12 .07 .04

1 .12 .14 .12 0

2 .07 .12 0 0

3 .04 0 0 0

𝑋𝑋 (# Macs)

𝑌𝑌
(#

 P
Cs

)

C. 

Consider households in Silicon Valley.
• A household has 𝐶𝐶 computers,

where 𝐶𝐶 = 𝑋𝑋 Macs + 𝑌𝑌 PCs.
• Each computer in a household is

equally likely to be a Mac or PC.

𝑃𝑃 (𝐶𝐶 = 𝑐𝑐) =

0.16, 𝑐𝑐 = 0
0.24, 𝑐𝑐 = 1
0.28, 𝑐𝑐 = 2
0.32, 𝑐𝑐 = 3

Which entries in the probability table 
correspond to 𝑃𝑃(𝐶𝐶 = 3)?



A computer (or three) in every house.
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0 1 2 3

0 .16 .12 .07 .04

1 .12 .14 .12 0

2 .07 .12 0 0

3 .04 0 0 0

𝑋𝑋 (# Macs)

𝑌𝑌
(#

 P
Cs

)

Consider households in Silicon Valley.
• A household has 𝐶𝐶 computers,

where 𝐶𝐶 = 𝑋𝑋 Macs + 𝑌𝑌 PCs.
• Each computer in a household is

equally likely to be a Mac or PC.

𝑃𝑃 (𝐶𝐶 = 𝑐𝑐) =

0.16, 𝑐𝑐 = 0
0.24, 𝑐𝑐 = 1
0.28, 𝑐𝑐 = 2
0.32, 𝑐𝑐 = 3

How do you compute 𝑃𝑃(𝑋𝑋 = 0,𝑌𝑌 = 3)?



A computer (or three) in every house.
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0 1 2 3

0 .16 .12 .07 .04

1 .12 .14 .12 0

2 .07 .12 0 0

3 .04 0 0 0

𝑋𝑋 (# Macs)

𝑌𝑌
(#

 P
Cs

)

𝑃𝑃 𝑋𝑋 = 0,𝑌𝑌 = 3
= 𝑃𝑃 𝑋𝑋 = 0,𝑌𝑌 = 3|𝐶𝐶 = 3 𝑃𝑃 𝐶𝐶 = 3

+𝑃𝑃 𝑋𝑋 = 0,𝑌𝑌 = 3|𝐶𝐶 ≠ 3 𝑃𝑃 𝐶𝐶 ≠ 3

= 3
0 0.500.53 ⋅ 0.32 + 0

= 0.04

Consider households in Silicon Valley.
• A household has 𝐶𝐶 computers,

where 𝐶𝐶 = 𝑋𝑋 Macs + 𝑌𝑌 PCs.
• Each computer in a household is

equally likely to be a Mac or PC.

𝑃𝑃 (𝐶𝐶 = 𝑐𝑐) =

0.16, 𝑐𝑐 = 0
0.24, 𝑐𝑐 = 1
0.28, 𝑐𝑐 = 2
0.32, 𝑐𝑐 = 3

How do you compute 𝑃𝑃(𝑋𝑋 = 0,𝑌𝑌 = 3)?

Law of Total 
Probability

Bin(n=3,p=0.5)



A computer (or three) in every house.
Consider households in Silicon Valley.
• A household has 𝐶𝐶 computers,

where 𝐶𝐶 = 𝑋𝑋 Macs + 𝑌𝑌 PCs.
• Each computer in a household is

equally likely to be a Mac or PC.
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𝑃𝑃 (𝐶𝐶 = 𝑐𝑐) =

0.16, 𝑐𝑐 = 0
0.24, 𝑐𝑐 = 1
0.28, 𝑐𝑐 = 2
0.32, 𝑐𝑐 = 3

0 1 2 3

0 .16 .12 .07 .04

1 .12 .14 .12 0

2 .07 .12 0 0

3 .04 0 0 0

𝑋𝑋 (# Macs)

𝑌𝑌
(#

 P
Cs

)

A. 
0 1 2 3

0 .16 .12 .07 .04

1 .12 .14 .12 0

2 .07 .12 0 0

3 .04 0 0 0

𝑋𝑋 (# Macs)C. 
0 1 2 3

0 .16 .12 .07 .04

1 .12 .14 .12 0

2 .07 .12 0 0

3 .04 0 0 0

Sum rows here

𝑋𝑋 (# Macs)B. 

su
m

 c
ol

s 
he

re

𝑌𝑌
(#

 P
Cs

)

𝑌𝑌
(#

 P
Cs

)

Which entries in the probability table 
correspond to the marginal PMF of 𝑋𝑋?



A computer (or three) in every house.
Consider households in Silicon Valley.
• A household has 𝐶𝐶 computers,

where 𝐶𝐶 = 𝑋𝑋 Macs + 𝑌𝑌 PCs.
• Each computer in a household is

equally likely to be a Mac or PC.
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𝑃𝑃 (𝐶𝐶 = 𝑐𝑐) =

0.16, 𝑐𝑐 = 0
0.24, 𝑐𝑐 = 1
0.28, 𝑐𝑐 = 2
0.32, 𝑐𝑐 = 3

0 1 2 3

0 .16 .12 .07 .04 .39

1 .12 .14 .12 0 .38

2 .07 .12 0 0 .19

3 .04 0 0 0 .04

.39 .38 .19 .04

𝑋𝑋 (# Macs)
𝑌𝑌

(#
 P

Cs
)

= �
𝑦𝑦

𝑝𝑝𝑋𝑋,𝑌𝑌 𝑥𝑥,𝑦𝑦

𝑝𝑝𝑌𝑌 𝑦𝑦 = �
𝑥𝑥

𝑝𝑝𝑋𝑋,𝑌𝑌 𝑥𝑥,𝑦𝑦

To find a marginal 
distribution over one 
variable, sum over all 
other variables.Marginal PMF of 𝑋𝑋, 𝑝𝑝𝑋𝑋 𝑥𝑥

Marginal PMF of 𝑌𝑌,



Today’s plan

Normal approximation for Binomial

Joint distributions (discrete)

Multinomial Random Variable
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Counting unordered objects
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Binomial coefficient

How many ways are there
to group 𝑛𝑛 objects into

two groups of size 𝑘𝑘 and 
𝑛𝑛 − 𝑘𝑘, respectively?

Called the binomial coefficient
because of something from Algebra

Multinomial coefficient

How many ways are there
to group 𝑛𝑛 objects into

𝑟𝑟 groups of sizes 𝑛𝑛1, 𝑛𝑛2, …, 𝑛𝑛𝑟𝑟
respectively?

Multinomial generalizes Binomial
for counting.

𝑛𝑛
𝑘𝑘 =

𝑛𝑛!
𝑘𝑘! 𝑛𝑛 − 𝑘𝑘 !

𝑛𝑛
𝑛𝑛1,𝑛𝑛2, … ,𝑛𝑛𝑟𝑟 =

𝑛𝑛!
𝑛𝑛1!𝑛𝑛2!⋯𝑛𝑛𝑟𝑟!



Probability
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Binomial RV

What is the probability
of getting 𝑘𝑘 successes 

and 𝑛𝑛 − 𝑘𝑘 failures
in 𝑛𝑛 trials?

Binomial # of ways of 
ordering the successes

Probability of each ordering 
of 𝑘𝑘 successes is equal + 
mutually exclusive 

𝑃𝑃 𝑋𝑋 = 𝑘𝑘 = 𝑛𝑛
𝑘𝑘 𝑝𝑝𝑘𝑘 1 − 𝑝𝑝 𝑛𝑛−𝑘𝑘

Multinomial RV

What is the probability of 
getting 𝑐𝑐1 of outcome 1,
𝑐𝑐2 of outcome 2, …, and

𝑐𝑐𝑚𝑚 of outcome 𝑚𝑚
in 𝑛𝑛 trials?

Multinomial RVs also  generalize 
Binomial RVs for probability!



Multinomial Random Variable
Consider an experiment:
• 𝑛𝑛 independent trials
• Each trial results in one of 𝑚𝑚 outcomes with respective probabilities

𝑝𝑝1, 𝑝𝑝2, …, 𝑝𝑝𝑚𝑚 where ∑𝑖𝑖=1𝑚𝑚 𝑝𝑝𝑖𝑖 = 1
• Let 𝑋𝑋𝑖𝑖 =# of trials with outcome 𝑖𝑖.

def A Multinomial random variable 𝑋𝑋 is defined as follows:
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Joint PMF

Multinomial # of ways of 
ordering the outcomes

Probability of each ordering is 
equal + mutually exclusive 

𝑃𝑃 𝑋𝑋1 = 𝑐𝑐1,𝑋𝑋2 = 𝑐𝑐2, … ,𝑋𝑋𝑚𝑚 = 𝑐𝑐𝑚𝑚 =
𝑛𝑛

𝑐𝑐1, 𝑐𝑐2, … , 𝑐𝑐𝑚𝑚 𝑝𝑝1
𝑐𝑐1𝑝𝑝2

𝑐𝑐2 ⋯𝑝𝑝𝑚𝑚
𝑐𝑐𝑚𝑚

where �
𝑖𝑖=1

𝑚𝑚

𝑐𝑐𝑖𝑖 = 𝑛𝑛 and
𝑛𝑛

𝑐𝑐1, 𝑐𝑐2, … , 𝑐𝑐𝑚𝑚 =
𝑛𝑛!

𝑐𝑐1!𝑐𝑐2!⋯𝑐𝑐𝑚𝑚! is a multinomial coefficient



Hello dice rolls, my old friends
A 6-sided die is rolled 7 times.
What is the probability of getting:

36

• 1 one
• 1 two

• 0 threes
• 2 fours

• 0 fives
• 3 sixes

A. Law of total probability
B. Counting
C. Multinomial RV
D. Binomial RV
E. None/other

Strategy (choose all that apply):



Hello dice rolls, my old friends
A 6-sided die is rolled 7 times.
What is the probability of getting:
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• 1 one
• 1 two

• 0 threes
• 2 fours

• 0 fives
• 3 sixes

𝑃𝑃 𝑋𝑋1 = 1,𝑋𝑋2 = 1,𝑋𝑋3 = 0,𝑋𝑋4 = 2,𝑋𝑋5 = 0,𝑋𝑋6 = 3

= 7
1,1,0,2,0,3

1
6

1 1
6

1 1
6

0 1
6

2 1
6

0 1
6

3

= 420
1
6

7
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Normal approximation for Binomial

Joint distributions (discrete)

Multinomial Random Variable

Text analysis
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Probabilistic text analysis
Ignoring the order of words…
What is the probability of any given word that you write in English?
• 𝑃𝑃 word = “the” > 𝑃𝑃 word = “multinomial”
• 𝑃𝑃 word = “Stanford” > 𝑃𝑃 word = “Cal”

Probabilities of counts of words = Multinomial distribution

39

A document is a large multinomial.
(according to the Global Language Monitor,
there are 988,968 words in the English language 
used on the internet.)



Probabilistic text analysis
Probabilities of counts of words = Multinomial distribution

Example document:
“When my late husband was alive he deposited some amount of Money 
with china Bank in which the amount will be declared to you once you 

respond to this message indicating your interest in helping to receive the 
fund and use it for Gods work as my wish.”

40

#words: 𝑛𝑛 = 48

𝑃𝑃 spam =
𝑛𝑛!

1! 1! 1! 1!⋯3!
𝑝𝑝bank
1 𝑝𝑝fund

1 ⋯𝑝𝑝to
3

bank = 1
fund = 1
money = 1
wish = 1
…
to = 3 Note: 𝑃𝑃 bank spam

writer ≫ 𝑃𝑃 bank writer=
you



Probabilistic text analysis

Probabilities of counts of words = Multinomial distribution

What about probability of those same words in someone else’s writing?
• 𝑃𝑃 word = “probability” writer =

you > 𝑃𝑃 word = “probability” writer =
non−CS109 student

To determine authorship:
1. Estimate 𝑃𝑃 word|writer from known writings
2. Use Bayes’ Theorem to determine 𝑃𝑃 writer|document for a new writing!

41

Who wrote The Federalist Papers?



Old and New Analysis

Authorship of The Federalist Papers
• 85 essays advocating ratification

of the US constitution
• Written under the pseudonym “Publius”

(really, Alexander Hamilton, James Madison, John Jay)

Who wrote which essays?
• Analyze probability of words in each essay

and compare against word distributions from known writings of three authors

42

Let’s write a program!
http://web.stanford.edu/class/cs109/demos/federalistpapers.html

http://web.stanford.edu/class/cs109/demos/federalistpapers.html
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