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Today's plan

Bootstrapping
* For a statistic

=> - For a p-value

Definition: Bayesian Networks

Inference:
1. Math
2. Rejection sampling (“joint” sampling)
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Null hypothesis test

Nepal Happiness Bhutan Happiness
4.44 4.44
3.36 3.36
5.87 5.87
2.31 2.31
3.70 3.70
l’ll — 31 Hz — 24

Claim: The difference in mean happiness between Nepal and
Bhutan is 0.7 happiness points.
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Null hypothesis test

def null hypothesis - Even if there is no pattern (i.e., the two samples
are from identical distributions), your claim might have arisen by chance.

def p-value - What is the probability that, under the null hypothesis, the
observed difference occurs?

Claim: The difference in mean happiness between Nepal and
Bhutan is 0.7 happiness points.
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Bootstrap for p-values

1. Create a universal sample using Recreate the
your two samples null hypothesis
SDSample Bhutan happiness (n = 100)
40 | 50 Universal sample Universal sample
£ 301 200
3 20 40 175
]
o T 1507
05 ¢ ' ' ' 2 301 125
2 0 2 4 6 £ <
B _ —_ 5 ~~ |Z 100]
Sample Nepal happiness (n = 100)  w——— O ~y
50 © 20 075
40
050 -
4 £ 30 10 1 |
2 20 o 025
10 ] 0 - . : . 000 -—— - . : :
0 ] s 2 0 2 4 6 2 0 2 4 6
2 0 2 4 6 Universal happiness Universal happiness

Mepal happiness
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Bootstrap for p-values

1. Create a universal sample using
your two samples

2. Repeat 10,000 times:
a. Resample both samples

b. Recalculate the mean absolute difference
between the resamples

Probability
: : that observed
3. p-value = # (mean absolute diff >= observed absolute diff) difference arose
10,000 by chance
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Bootstrap for p-values

def pvalue_boot(bhutan_sample, nepal_sample):
N = size of the bhutan_sample
M = size of the nepal_sample
observed_diff = |mean of bhutan_sample — mean of nepal_sample|

uni_sample = combine bhutan_sample and nepal_sample
count=0

repeat 10,000 times:
bhutan_resample = draw N resamples from the uni_sample
nepal_resample = draw M resamples from the uni_sample
muBhutan = sample mean of the bhutan_resample
muNepal = sample mean of the nepal_resample
diff = |muNepal - muBhutan|
if diff >= observed_diff:

count+=1

pValue = count / 10,000
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Bootstrap for p-values

def pvalue_boot(bhutan_sample, nepal_sample):
N = size of the bhutan_sample
M = size of the nepal_sample
observed_diff = |mean of bhutan_sample — mean of nepal_sample|

uni_sample = combine bhutan_sample and nepal_sample ]
count =0 1. Create a universal sample

using your two samples

repeat 10,000 times:
bhutan_resample = draw N resamples from the uni_sample
nepal_resample = draw M resamples from the uni_sample
muBhutan = sample mean of the bhutan_resample
muNepal = sample mean of the nepal_resample
diff = |muNepal - muBhutan|
if diff >= observed_diff:

count+=1

pValue = count / 10,000
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Bootstrap for p-values

def pvalue_boot(bhutan_sample, nepal_sample):
N = size of the bhutan_sample
M = size of the nepal_sample
observed_diff = |mean of bhutan_sample — mean of nepal_sample|

uni_sample = combine bhutan_sample and nepal_sample
count=0

repeat 10,000 times:
bhutan_resample = draw N resamples from the uni_sample ]
nepal_resample = draw M resamples from the uni_sample ’)
muBhutan = sample mean of the bhutan_resample
muNepal = sample mean of the nepal_resample
diff = |muNepal - muBhutan|
if diff >= observed_diff:
count+=1

a. Resample both samples
with replacement

pValue = count / 10,000
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Bootstrap for p-values

def pvalue_boot(bhutan_sample, nepal_sample):
N = size of the bhutan_sample
M = size of the nepal_sample
observed_diff = |mean of bhutan_sample — mean of nepal_sample|

uni_sample = combine bhutan_sample and nepal_sample
count=0

repeat 10,000 times:
bhutan_resample = draw N resamples from the uni_sample
nepal_resample = draw M resamples from the uni_sample

/muBhutan = sample mean of the bhutan_resample w
muNepal = sample mean of the nepal_resample
diff = | muNepal - muBhutan| 2. b. Recalculate the mean difference
if diff >= observed_diff: between resamples

\_ count+=1 /

pValue = count / 10,000
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Bootstrap for p-values

def pvalue_boot(bhutan_sample, nepal_sample):
N = size of the bhutan_sample
M = size of the nepal_sample
observed_diff = |mean of bhutan_sample — mean of nepal_sample|

uni_sample = combine bhutan_sample and nepal_sample
count=0

repeat 10,000 times:
bhutan_resample = draw N resamples from the uni_sample
nepal_resample = draw M resamples from the uni_sample
muBhutan = sample mean of the bhutan_resample
muNepal = sample mean of the nepal_resample
diff = |muNepal - muBhutan|
if diff >= observed_diff:

3. p-value =
count +=1

# (mean diffs >= observed diff)
[ pValue = count / 10,000 10,000

J Stanford University 11




Bootstrap

Try it yourself!

http://web.stanford.edu/class/cs109/demos/bootstrap.zip
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http://web.stanford.edu/class/cs109/demos/bootstrap.zip

Null hypothesis test

Nepal Happiness Bhutan Happiness
4.44 4.44
3.36 3.36
5.87 5.87
2.31 2.31
3.70 3.70
l’ll — 31 Hz — 24

Claim: The happiness of Nepal and Bhutan are from different
distributions with a 0.7 difference of means (p < 0.01).
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Announcements

4 N )
Problem Set 5 Late Day Reminder
Due: Friday 2/28 No late days permitted past
Covers: Up to Lecture 19 last day of the quarter, 3/13
N O\ /
CS109 Contest
Due: Monday 3/9 11:59pm
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A small change in gears

Bootstrapping - Use code to compute statistics when you only
have data, not the underlying distribution.

What if you have the underlying distribution of joint random variables (via
an expert), but finding closed forms of joint probabilities is intractable?
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Today's plan

=) Definition: Bayesian Networks

Inference:

1. Math

2. Rejection sampling (“joint” sampling)

3. Optional: Gibbs sampling (MCMC algorithm)
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Inference

WebMD Symptom Checker ser

INFD SYMPTOMS

AGE 14 GENDER Female

What is your main symptom?

or Choose common symploms

kating cough diarrhéa diFFiness fatigue
Mo symptoms added

fever headache muscle cramp NAESEA

throat frritateon

4 Previous
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Inference

Sore
Throat

Under-
grad

General inference_guestion:

Given the values of some random
variables, what is the conditional
distribution of some other random
variables?
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Inference

@ One inference question:

Under-
grad P(F=1IN=1,T=1)

%  P(F=1N=1T=1)
~ P(N=1,T=1)
Sore
Throat
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Inference

@ . Another inference question:

Under-
grad P(C,=1,F,=1|S=0,E, =0)

~ P(C,=1,F,;=15S=0,F, =0)
B P(S=0,F, =0)

Sore

Throat
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Inference

If we knew the joint distribution,

we can answer all probabilistic
inference questions.
N

Under. What is the size of the joint
=9 srad probability table?
all binary RVs 2N-1
NZ
None/other/don’t know

Sore
Throat
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N can be large...

Fat intolerance Gallstones

pain
History of Palpable
folse s galbladder
the RUD History of
alcohol abuse
: Flatulence @
History of Choledachalithatomny T, ¥
Blood hospitalization et
transfusion I

Abnormal
History of viral
hepatitis

carbohydrate
resence of

3 ; metabolism
Liver disorder
Alcohol

intolerance

Hepatomegaly
Enlarged Hepatalgia

spleen
Hepatic
encephalopat

Lipase

Hypetlipidemia

Diabetes

Diarthoea

Triglycerides

Pain in the AU

Presence of
antibodies to
HB:sdg in blood

Dupuytien's
contracture

Presence of
antibodies to
HDY in blood

Presence of

hepatitis B antibodies
surface antigen Presence ta HBcAgin
in blood of hepatitis

B antigen
in blood

ltehing in
pregnancy
; sthological Alpha Impaired
: resistances fetoprotein, Consciousness
International
¥ hommalized ratio
™ of prothrombin ﬁl\]:ecrn;:iigp
RIEgnanc Antimitochondrial

antibodies Total proteins

usculo-skeletal
Jaundice pain
symptoms
calli Smoath muscle

Platelet
count
antibodies y
Antinuclear i scites
@ @ Gamma globulin
4 Haemarhagie
Alphal Weight
Juint Alpha2 globulin gain
glabulin

diathesis
swelling

@ Imeqular
. @ liver edge
Irreguilar

liver

eruptions

haemorthagie
spot

@ ascular
“ spiders
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A simpler WebMD

Under-
grad Great! Just specify 2* = 16 joint
probabilities...?

P(Fy, =aF,=bU=cT=d)

What would a Stanford flu expert do?
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A Bayesian Network P(Fiy = a,Fpy = b,U = ¢,T = d)

What would a Stanford flu expert do?

Under- 1. Describe the joint distribution using
grad causality

(D=
()=

Stanford University 24




A Bayesian Network P(Fiy = a,Fpy = b,U = ¢,T = d)

P(F,, =1) =01 P(U=1)=08 What would a Stanford flu expert do?

Under-

grad
Provide P(values|parents) for each

random variable

(D=
()=

P(E,, = 1|Fy = 1) = 0.9
P(E,, = 1|F,, = 0) = 0.05
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A Bayesian Network P(Fiy = a,Fpy = b,U = ¢,T = d)

P(F, =1) = 0.1 P(U=1)=08

Under-
grad
Provide P(values|parents) for each

ﬁ random variable

What would a Stanford flu expert do?

(D=

What conditional probabilities S’]e'tect a|”)
: at apply
should our expert specify?
Tired P(T = 1|F,, = 0,U = 0) P(T = 0|F;, = 0,U = 0)
P(T=1|F, =0,U =1) P(T=0|F,=0,U=1)
P(T =1|F;y =1,U = 0) P(T =0|F,, =1,U = 0)
P(F,, = 1|Fy, = 1) = 0.9 P(T=1|F, =1,U=1) P(T=0|F,=1U=1)
ev lu : P(T =1|Fy, =1) P(T=1|U=1)
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A Bayesian Network

P(Ffp, =1)=01  P(U=1)=08 What would a CS109 student do?

1. Populate a Bayesian network by
asking a Stanford flu expert
or
by using reasonable assumptions

Under-
grad

2. Answer inference questions

(D=
()=

@)
P(F,, =1|F, =1) =09 PT=1|F,=0U=0)=01 %»a%
P(F,, = 1|F, = 0) = 0.05 FPT=1]F,=0U=1)=08 3
P(T =1|Fy =1,U=0)=09
P(T=1|F, =1LU=1)=10
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Today's plan

=) Inference:
1. Math
2. Rejection sampling (“joint” sampling)
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Inference via math

P(F, =1) = 0.1 P(U=1)=08

Under-

grad In a Bayesian Network, each

random variable is
conditionally independent
of its non-descendants,
given its parents.

(D=
()=

P(Fppy = 1|Fp = 1) = 0.9 P(Ti Fluiofuio)io-l
P(F,, = 1|F, = 0) = 0.05 FPT=1]F,=0U=1)=08
P(T =1|Fy =1,U=0)=09
P(T=1|F, =1LU=1)=10
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Inference via math

P(F, =1)=0.1

(D=

P(E,, = 1|Fy =1) = 0.9
P(E,, = 1|F,, = 0) = 0.05

P(U=1)=08

Under-
grad

(=01

P(T = 1|Fy,
P(T = 1|Fy,
P(T = 1|Fy,
P(T = 1|Fy,

1. P(Fy, =0,U=1F,=0,T=1)?

Compute joint probabilities
using chain rule.

P(Fy, =0)-P(U = 1)

'P(Fev = 0|Fy, = 0)
- P(T = 1|/U =1,F, = 0)

= (0.5472
=0,U =0) =0.1
=0,U=1)=0.8
=1,U=0)=09
=1,U=1)=1.0
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Inference via math

P(F, =1)=0.1

(D=

P(E,, = 1|Fy =1) = 0.9
P(E,, = 1|F,, = 0) = 0.05

P(U=1)=08

Under-
grad

(=01

P(T = 1|F,, = 0,
P(T = 1|F,, = 0,
P(T = 1|Fy, = 1,
P(T = 1|Fy, = 1,

SCC

0. P(Fy =1|E, =0,U=0,T = 1)?

1. Compute joint probabilities
P(F,=1F,=0U=0T=1)

P(F, =0,F,=0U=0T=1)

2. Definition of conditional probability

P(F, =1,F,=0U=0,T=1)

Y P(F,=xF,=0U=0T=1)

Il
o
p—

= 0.095

_ O = O
—
1
= o0
S O 0
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Inference via math

P(F, =1)=0.1

(D=

P(U=1)=08

Under-
grad

(=01

P(F, =1|F, =1) =09 P =
P(F, = 1|F, = 0) =005 FPT =1

P(T =

3. P(Fy, =1|U=1T =1)?

1. Compute joint probabilities

P(F,=1U=1F,=1T=1)

P(F,=0U=1,F,=0T=1)?
2. Definition of conditional probability
ZyP(Flu =1,U=1F,=y,T=1)

dx2yP(Fpy =x,U=1F,=y,T=1)

F,=0,U=0)=0.1
F,=0U=1)=0.8
F,=1,U=0)=0.9
F,=1U=1)=1.0

= 0.122
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Inference via math

P(F, =1) = 0.1 P(U=1)=08

Under-
grad

Solving inference questions
precisely is possible, but

sometimes tedious.

Can we use sampling
to do approximate
inference?

(D=
()=

P(Fy = 1|Fp,, = 1) = 0.9 P(T = Flu=0,U=0)iO_1
P(F,, = 1|F, = 0) = 0.05 FPT=1]F,=0U=1)=08
P(T =1|Fy =1,U=0)=09
P(T=1|F, =1LU=1)=10
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Today's plan

=>2. Rejection sampling (“joint” sampling)
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Rejection sampling algorithm

P(F,=1) = 0.1 P(U=1)=0.8

Under-
grad

P(F, =1|F, =1 =09 PT=1F,=0U=0)=01
P(Fg, = 1|F;,, = 0) = 0.05 P(T=1|F,=0U=1)=0.8

P(T = 1|F, =1,U =0) = 0.9
P(T=1|F,=1U=1)=1.0

Stanford University 35
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Have a fully specified
Bayesian Network

(D=




Rejection sampling algorithm

Inference What |S P(Flu — 1‘U — 1’T — 1)?

question:

def rejection_sampling(event, observation):
samples = sample_a_ton()

samples_observation =
reject_inconsistent(samples, observation)

samples_event =
reject_inconsistent(samples_observation, event)

return len(samples_event)/len(samples_observation)

# samples with (F;, =1, U =1,T =1)
# samples with (U =1,T = 1)

Probability =

Stanford University 36




Rejection sampling algorithm

Inference What |S P(Flu — 1‘U — 1’T — 1)’P

question:

def rejection_sampling(event, observation):
samples = sample_a_ton()

samples_observation =
reject_inconsistent(samples, observation)

samples_event =
reject_inconsistent(samples_observation, event)

return len(samples_event)/len(samples_observation)

Stanford University 37




Rejection sampling algorithm

N_SAMPLES = 100000
# Method: Sample a ton

# create N_SAMPLES with likelihood proportional
# to the joint distribution

def sample_a_ton():
How do we make a sample

samples =[] p Db p ey
foriin range(N_SAMPLES): (Fy = a, oter ¢,T =d)
| according to the
sample = make_sample() # a particle T h
joint probability?

samples.append(sample)

return samples

Stanford University
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Rejection sampling algorithm

# Method: Make Sample P(F, =1) =0.1 P(U=1)=0.8

# create a single sample from the joint distribution
# based on the medical "WebMD" Bayesian Network
def make_sample():

# prior on causal factors

flu= bernoulli(0.1)

und = bernoulli(0.8) # undergraduate

Under-
grad

# choose fever based on flu

D=

if flu==1: fev = bernoulli(0.9) ﬁ

else: fev = bernoulli(0.05)

# choose tired based on (undergrad and flu)

# P(F,, =1|F, =1)=0.9

# TODO: fill in P(F,, = 1|F; = 0) = 0.05

#

# P(T =1|F, =0,U=0)=0.1
P(T=1|F,=0,U=1)=0.8

# a sample from the joint has an P(T =1|F, =1,U=0)=0.9

# assignment to *all* random variables P(T =1 Fu _ 1, U=1)=1.0

— ,=1,U= = 1.

. l
return [flu, und, fey, tir] Stanford University 39




Rejection sampling algorithm

# Method: Make Sample P(F, =1) =0.1 P(U=1)=0.8

# create a single sample from the joint distribution

# based on the medical "WebMD" Bayesian Network Under-

def make_sample(): grad
# prior on causal factors

flu= bernoulli(0.1)

und = bernoulli(0.8) # undergraduate

# choose fever based on flu

if flu==1: fev = bernoulli(0.9)

else: fev = bernoulli(0.05)

# choose tired based on (undergrad and flu)

# P(F,, =1|F, =1)=0.9

# TODO: fill in P(F,, = 1|F; = 0) = 0.05

#

# P(T =1|F, =0,U=0)=0.1
P(T=1|F,=0,U=1)=0.8

# a sample from the joint has an P(T =1|F, =1,U=0)=0.9

# assignment to *all* random variables P(T =1 Fu _ 1, U=1)=1.0

— ,=1,U= = 1.

. l
return [flu, und, fey, tir] Stanford University 40




Rejection sampling algorithm

# Method: Make Sample

# create a single sample from the joint distribution
# based on the medical "WebMD" Bayesian Network
def make_sample():

# prior on causal factors

flu = bernoulli(0.1)

und = bernoulli(0.8) # undergraduate

# choose fever based on flu

if flu==1: fev=bernoulli(0.9)

else: fev = bernoulli(0.05)

# choose tired based on (undergrad and flu)

# P(E,, =1|F, =1)=0.9

# TODO: fill in P(F,, = 1|F, = 0) = 0.05

#

# P(T =1|F, =0,U=0)=0.1
P(T=1Fu—O,U—1)—O.8

# a sample from the joint has an P(T=1 F,=1U= 0) = 0.9

# assignment to *all* random variables P(T=1|F, =1,U=1) = 1.0

. lu
return [flu, und, fey, tir] %tanford University 41




Rejection sampling algorithm

# Method: Make Sample

# create a single sample from the joint distribution
# based on the medical "WebMD" Bayesian Network
def make_sample():

# prior on causal factors

flu = bernoulli(0.1)

und = bernoulli(0.8) # undergraduate

# choose fever based on flu
if flu==1: fev = bernoulli(0.9)
else: fev = bernoulli(0.05)

# choose tired based on (undergrad and flu)

#

# TODO: fill in

#

" P(T =1|F, =0,U=0)=0.1
P(T=1|F,=0U=1)=0.8

# a sample from the joint has an P(T=1|F,=1,U=0)=0.9

# assignment to *all* random variables P(T =1 Fu _ 1' U=1)=1.0

= L =1LU=1)=1.

return [flu, und, fey, tir] Stanford University 42




Rejection sampling algorithm

# Method: Make Sample

# create a single sample from the joint distribution
# based on the medical "WebMD" Bayesian Network
def make_sample():

# prior on causal factors

flu = bernoulli(0.1)

und = bernoulli(0.8) # undergraduate

# choose fever based on flu
if flu==1: fev = bernoulli(0.9)
else: fev = bernoulli(0.05)

# choose tired based on (undergrad and flu)

if flu==0andund==0: tir=bernoulli(0.1)
elif flu == 0 and und == 1: tir = bernoulli(0.8)
elif flu == 1 and und == 0: tir = bernoulli(0.9)
else: tir = bernoulli(1.0)

# a sample from the joint has an
# assignment to *all* random variables
return [flu, und, fey, tir]

P(T =1
P(T =1
P(T =1
P(T =1

F, =0,U=0)=0.1
F,=0U=1)=08
F,=1U=0)=09
F,=1,U=1) =1
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Rejection sampling algorithm

# Method: Make Sample

# create a single sample from the joint distribution
# based on the medical "WebMD" Bayesian Network
def make_sample():

# prior on causal factors

flu = bernoulli(0.1)

und = bernoulli(0.8) # undergraduate

# choose fever based on flu
if flu==1: fev = bernoulli(0.9)
else: fev = bernoulli(0.05)

# choose tired based on (undergrad and flu)

if flu==0andund==0: tir=bernoulli(0.1)
elif flu == 0 and und == 1: tir = bernoulli(0.8)
elif flu == 1 and und == 0: tir = bernoulli(0.9)
else: tir = bernoulli(1.0)

# a sample from the joint has an
# assignment to *all* random variables

return [flu, und, fev, tir] Stanford University 44




Rejection sampling algorithm

Inference What IS P(Flu — 1‘U — 1’T — 1)?

question: [flu, und, fey, tir]
def rejection_sampling(event, observation): Sampling...

[0, 1, 0, 1]
samples = sample_a_ton() "o, 1, 0, 1]
samples_observation = (0, 1, 0, 1]
reject_inconsistent(samples, observation) (0, 0, 0, 0]
(0, 1, 0, 1]
samples_event = [0, 1, 1, 1]
reject_inconsistent(samples_observation, event) [0, 1, 0, 0]
return len(samples_event)/len(samples_observation) (1, 1, 1, 1]
(0, 0, 1, 1]
[0, 1, 0, 1]

Finished sampling

Stanford University 45




Rejection sampling algorithm

Inference What |S P(Flu — 1‘U — 1’T — 1)?

question:

def rejection_sampling(event, observation):
samples = sample_a_ton()

samples_observation =
reject_inconsistent(samples, observation)

samples_event =
reject_inconsistent(samples_observation, event)

return len(samples_event)/len(samples_observation)

Keep only samples that are consistent
with the observation (U = 1,T = 1).

Stanford University 46




Rejection sampling algorithm

Inference What |S P(Flu — 1‘U — 1’T — 1)?

question:

def rejection_sampling(event, observation):
samples = sample_a_ton()

samples_observation =
reject_inconsistent(samples, observation)

samples_event =
reject_inconsistent(samples _observation, event)

return len(samples_event)/len(samples_observation)

Conditional event = samples with (F;,, = 1,U =1,T = 1).

Stanford University 47



Rejection sampling algorithm

Inference What |S P(Flu — 1‘U — 1’T — 1)?

question:

def rejection_sampling(event, observation):
samples = sample_a_ton()

samples_observation =
reject_inconsistent(samples, observation)

samples_event =
reject_inconsistent(samples_observation, event)

return len(samples_event)/len(samples_observation)

# samples with (F;, =1, U =1,T =1)
# samples with (U =1,T = 1)

Probability =

Stanford University 48




Rejection sampling

Try it yourself!

http://web.stanford.edu/class/cs109/demos/webmd.zip

Stanford University 49



http://web.stanford.edu/class/cs109/demos/webmd.zip

Rejection sampling

If you can sample enough from the joint distribution, [flu, und, fev, tir]

you can answer any probability inference question. Sampling...

[0, 1, 0, 1]

[0, 1, 0, 1]

With enough samples, you can correctly compute: {E' é' g: ;}
.y s . F r I

Probability estimates (0, 1, 0, 1]

* Conditional probability estimates [0, 1, 1, 1)

. . 0, 1, 0, 0]
* Expectation estimates [0, 1.9,

P [1, 1, 1, 1]

[0, 0, 1, 1]

Because your samples are a representation [n 1, 0, 1]
. . . . . F [ r

of the joint distribution! Finished sampling

P(has flu | undergrad and is tired) =0.122
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