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1 Lecture 20, 5-20-20: Parameters and MLE
Suppose 𝑥1, . . . , 𝑥𝑛 are iid samples from some distribution with density function 𝑓𝑋 (𝑥; 𝜃), where 𝜃 is unknown.
Recall that the likelihood of the data is

𝐿 (𝜃) =
𝑛∏
𝑖=1

𝑓𝑋 (𝑥𝑖; 𝜃)

Recall we solve an optimization problem to find 𝜃 which maximizes 𝐿.

1. Write an expression for the log-likelihood, 𝐿𝐿 (𝜃) = log 𝐿 (𝜃).

2. Why can we optimize 𝐿𝐿 (𝜃) rather than 𝐿 (𝜃)?

3. Why do we optimize 𝐿𝐿 (𝜃) rather than 𝐿 (𝜃)?

2 Lecture 21, 5-22-20: Beta
1. Suppose you have a coin where you have no prior belief on its true probability of heads 𝑝. How can you

model this belief as a beta distribution?

2. Suppose you have a coin which you believe is fair, with “strength” 𝛼. That is, pretend you’ve seen 𝛼 heads
and 𝛼 tails. How can you model this belief as a Beta distribution?

3. Now suppose you take the coin from the previous part and flip it 10 times. You see 8 heads and 2 tails. How
can you model your posterior belief of the coin’s probability of heads?
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