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14a_conditional_distributions

Discrete
conditional

distributions




Discrete conditional distributions

Recall the definition of the conditional probability of event E given event F:
P(EF)
P(F)

P(E|F) =

For discrete random variables X and Y, the conditional PMF of X given Y is

PX=xY=y)
P(Y =y)

P(X =x|Y =y) =

pX,Y (.'X', y)
py (¥)

Different notation, (xl )_
same idea: Px|y\X1Y) =
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Discrete probabilities of CS109

Joint PMF
Y=1Y=2Y=3
Year Y .06 01 .01

1: Frosh/Soph — 29 14 .09

2: Jr/Sr = 30 .08 | .02
3: Co-term/grad/NDO
Timezone T (12pm California time in
my timezone is):
—1: AM
0: noon
1: PM

Each student responds with:

Joint PMFs sum to 1.
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Discrete probabilities of CS109

The below are conditional probability tables Joint PMF
for conditional PMFs Y=1Y=2Y=3
PY=y|IT=t)and B)P(T =ty =y). T=-1] .06 .01 .01
C . T=0 29 A4 .09
Which is WhIC.h?. - =1 30 08 0o
What's the missing probability?

Y=1Y=2Y =3 Y=1Y=2Y =3
09 .04 .08 = (5 125 7
45 61 .75 = D6 .27 A7
46 35 A7 = Wge 2 .05

~~
o

=)
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Discrete probabilities of CS109

The below are conditional probability tables

for conditional PMFs

Joint PMF
Y=1Y=2Y=3

P(Y =y|T =t) and P(T =t|Y =y). T=-1 06 .01 .01
T=20

Which is which?

29 14 .09
T=1 .30 .08 .02

What’s the missing probability?

P(T =t|Y =vy)
Y=1Y=2Y =3

09 .04 .08
45 61 .75
46| 35 A7

.30/(.06+.29+.30)

P(Y =y|T =t)
Y=1Y=2Y =3
—-1| .75 .125 .125

T=0 D6 .27 A7
T=1 A5 2 .05

1-.75-.125

Conditional PMFs also sum to 1 conditioned on
different events!
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Extended to Amazon

FINEDINE
Stainless Steel Mixing Bowls by Finedine (Set of 6) Polished Mirror
Finish Nesting Bowl, % - 1.5-3 - 4-5 - 8 Quart - Cooking Supplies

2,566 customer reviews | 75 answered questions

for "stainless steel mixing bowds

Price: $24.99 & FREE Shipping on orders over $25 shipped by Amazon. Detalls
Get $40 off Instantly: Pay $0.00 upon approval for the Amazon.com Store Card
Prime | Try Fast, Free Shipping *

With graduating sizes of %, 1.5, 3, 4, 5 and 8 quart, the bowl set allows users to be well equipped for serving
fruit salads, marinating for the grill, and adding last Ingredients for dessert.

Stainless steel bowls with commerdal grade metal that can be used as both baking mixing bowds and
serving bowls. These metal bowls won't stain or absorb odors and resist rust for years of durability.

An easy to grip rounded-lip on the stainless steel bowl set makes handling easier while a generous wide im
allows contents to flow evenly when pouring; flat base stabilizes the silver bowls making mixing all the
easler.

A space saving stackable design helps de-clutter kitchen cupboards while the attractive polished mirror
finish on the large mixing bowls adds a luxurious aesthetic.

This Incredible stainless steel mixing bowl set Is refrigerator, freezer, and dishwasher safe for quick and easy
meal prep and clean up. They'd also make a great gift!

Compare with similar items
Used & new (7) from $20.62 & FREE shipping on orders over $25.00. Detalls
C Report Incorrect product information

Packaging may reveal contents. Choose Conceal Package at checkout.

Keliwa 12 Cup Silicone
Muffin - Cuj
! Sllicone

KELIWA
Easy home ba
now

Roll over Image to zoom In Ad feedback

Customers w

'.'.. o . " . |
AN Al .

ExcelSteel Stainless Steel

1Easylife 18/8 Stainless
Steel Me
Set of 6 for Measuring
Dry and Liquid
Ingredients

e drdyy 1,854

[ 11 Best Seller I
Measuring Spoons
$9.99 vprime

ring Spoons,

New Star Foodservice
42917 Stainless Steel
4pcs Measuring Cups and
Spoons Combo Set

11 Best Seller ¢
Speclalty Sp
$9.95 vprime

Rubbermald Easy Find
Lids Food Storage

Contalners, Racer Red,
42-Plece Set 1880801

$19.99 vprime

Miusco 5 Plece S
Cooking Utensil Set with
Natural Acacla Hard
Wood Handle

TWWWI 461
$20.99 vprime

Lisa Yan, CS109, 2020

Bellemain Mic

) AmazonBasics 6-Plece
perforated Stainless Steel

Nonstick Bakeware Set
Wk ikt 67
$19.99 sprime

HOMWE Kitchen Cutting
Board (3-Plece Set) | Juice
s w/ Easy-Grip

11 Best Seller ¢y $14.97 vprime
Colanders
$19.95 sprime

bought item X | bought item Y

Stanford University




Quick check

PX=xY=y)
P(Y =y)

PX=x|Y =y)=

Number or function?

P(X =2|Y =5)

P(X =x|Y =5)

P(X =2|Y = y)

P(X =x|Y =y)

True or false?

2P(X=x|Y=5)=1

2P(X=2|Y=y):1
y

Xy
Z(ZP<X=xIY=y)p<y:y)>:1
x Ny

&/
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PX=xY=y)

Quick check =A== "5 =

Number or function? True or false?

1. P(X=2|Y =5) O 2P(X=x|Y=5)=1 true

number

P(X = x|V = 5) ) PX=2r=y)=1 fase
1-D function Y

P(X = 2|Y = y) Y Y P =ay =y) =1 false
Xy

1-D function

P(X = x|Y = y) | Z(ZP(X=x|Y=y)P(Y=y)>= 1 e
2-D function XY
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14b_web_servers

Web server

requests, redux




Web server requests (Lecture: Independent RVs)

Let N = # of requests to a web server per day. Suppose N~Poi(A).

Each request independently comes from a human (prob. p), or bot (1 — p).
Let X be # of human requests/day, and Y be # of bot requests/day.

Are X and Y independent? What are their marginal PMFs?

Our approach:
Yes, independent Poisson random variables:

X~Poi(Ap), Y ~Poi(A(1 — p))
Two big parts of our derivation:
PX=nY=m)=PX=n|[N=n+m)P(N =n)
X|IN =n+m~Bin(n+m,p)

A conditional distribution, X|N'!

Lisa Yan, CS$109, 2020 Stanford University 12




(Note: this is a different problem

Web server requests, fedUX setup from the previous slide)

Consider the number of requests to a web server per day.

Let X = # requests from humans/day. X~Poi(4,)
Let Y = # requests from bots/day. Y ~Poi(4,)

X and Y are independent. — X+ Y~Poi(1; + 1,)
Whatis P(X = k| X +Y =n)?

PX=kY=n—k) PX=kPY=n—k)
PX+Y=n)  PX+Y=n

e~k oA pnk n! n! yLY L
Kl (n—k)! e @t(x, + 1)"  kl(n—k)! (4 + )"

PX=k|X+Y=n)= (X,Y indep.)

n—k

() (2 )"( C | .
k) \A +2,) \Ay + 2, X|X+Y~B|n(X+Y,Al+/12)
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14c_cond_expectation

Conditional

Expectation




Conditional expectation

Recall the the conditional PMF of X given Y = y:

pX,Y (X, y)
py (V)

pxy(x|ly) =PX =x|Y =y) =

The conditional expectation of X givenY =y is

E[X|Y =y] = sz(X =x|Y =y) = zxpxw(xw)

X X

Lisa Yan, C$109, 2020 Stanford University 15



It's been so long, our dice friends EIXIY =] = ) by (x1)

Roll two 6-sided dice.
_et roll 1 be D4, roll 2 be D,.

et S =value of D; + D,.

\ 2
1. Whatis E[S|D, = 6]? E[s|D, = 6] z xP(S = x|D, = 6)

xX= +
1
(g) (7+84+9+10+11+12)

57_95
6_ ]

Intuitively: 6+ E[D;] =6+ 3.5=9.5 Let’s prove this!

Lisa Yan, C$109, 2020 Stanford University 16



Properties of conditional expectation

LOTUS:
ElgCOIY =yl = ) g(pxy (x1y)

Linearity of conditional expectation:

n n
E|) XY =y] =) EIXIY =]
=1 =1

Law of total expectation (next time)

Lisa Yan, C$109, 2020 Stanford University 17



It's been so long, our dice friends EIXIY =] = ) by (x1)

Roll two 6-sided dice.
_et roll 1 be D4, roll 2 be D,.

et S =value of D; + D,.

0. What is E[S|D,]?

A. Afunction of S
5. Afunction of D,
C. A number

3. Give an expression
for E|S|D,].

W2

Lisa Yan, C$109, 2020 Stanford University 18




It's been so long, our dice friends EIXIY =] = ) by (x1)

Roll two 6-sided dice.
_et roll 1 be D4, roll 2 be D,.

et § =valueof D; + D,.

What is E[S|D,]?

A function of S
A function of D, = Z:(al1 + d,)P(D, = d{|D, = d,)
A number d;

E[S|D, = d,] = E|D, + d;|D, = d5]

(D1 =dy, D, = d;
independent

Give an expression = z d,P(D; =d;) +d, z P(Dy =d,) events)
for E[S|D,]. a, d,

Lisa Yan, C$109, 2020 Stanford University 19




14d_law_of_total_expectation

L.aw of Total

Expectation




Properties of conditional expectation

LOTUS:
ElgCOIY =yl = ) g(pxy (x1y)

Linearity of conditional expectation:

n n
E|) XY =y] =) EIXIY =]
i=1 =1

Law of total expectation:

E[X] = E[E[X|Y]] what?!

Lisa Yan, C$109, 2020 Stanford University 21



Proof of Law of Total Expectation EIX] = E[ELXY]

E[EIXIY] = Elg] = ) P(Y = EIX|Y =] (LOTUS, g(¥) = EXIY)
(def of

y
= z P(Y =vy) z xP(X =x|Y =y) conditional
y X

expectation)

= Z <Z xP(X =x|Y =y)P(Y = y)) = Z (Z xP(X =x,Y = y)) (chain rule)

y X

y X
:zzxp(x =x,Y :y) =ZxZP(X =x,Y =y) (switch order of
R > summations)

X

= z xP(X — x) (marginalization)

X

= E[X] ...what?

Stanford University 22
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Another way to compute E|X]

E[ELXIYI] = ) P(Y = YEIXIY = y] = EIX]
y

If we only have a conditional PMF of X on some discrete variable Y,
we can compute E[X] as follows:

Compute expectation of X given some valueof Y =y
Repeat step 1 for all values of Y
Compute a weighted sum (where weights are P(Y = y))

def recurse():
if (random.random() < 0.5):

return 3 _ _
else: return (2 + recurse()) Useful for analyzing recursive code!!

Lisa Yan, CS$109, 2020 Stanford University 23
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Quick slide reference

General Inference: intro

Bayesian Networks
Inference (l): Math
Inference (Il): Rejection sampling

Inference (lll): Gibbs sampling (extra)

Lisa Yan, CS109, 2020

15a_inference

15b_bayes_nets
15c¢_inference_math
LIVE

(no video)
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15a_inference

General
Inference:

[Introduction




Inference

WeoMD

Lisa Yan, C$109, 2020 Stanford University 27



Inference

WebMD Symptom Checker s

INFO SYMPTOMS

GENDER Female

What is your main symptom?

or Choose common symptoms

bloating cough diarrhea izziness fatigue
NN antome arid
O f)"\’ ”I,J:L 1S add

fever muscle cramp

throat irmtation

< Previous

Lisa Yan, C$109, 2020 Stanford University 28



Inference

. General inference_guestion:

Under- Given the values of some random
. @ variables, what is the conditional
distribution of some other random

. . variables?

Lisa Yan, C$109, 2020 Stanford University 29
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Inference

@ One inference question:

Under-
grad P(F=1N=1T=1)
- P(N=1T=1)
Sore
Throat

Lisa Yan, C$109, 2020 Stanford University 30



Inference

@ . Another inference question:

Under-
grad P(CO=1,U=1|5=O;F3=O)

~ P((,=1,U=1,S=0,F, =0)
- P(S =0,F, = 0)

Sore

Throat

Lisa Yan, C$109, 2020 Stanford University 31



Inference

Under-
grad

N=9
all binary RVs

Sore
Throat

Lisa Yan, CS109, 2020

If we knew the joint distribution,
we can answer all probabilistic
inference questions.

What is the size of the joint
probability table?

2N=1 entries

N? entries

2N entries
None/other/don’t know

~~
o

=)

Stanford University




Inference

If we knew the joint distribution,

we can answer all probabilistic
inference questions.

under- \ What is the size of the joint
N=9 srad | Probability table?
all binary RVs 2N~1 entries

N? entries
2N entries
None/other/don’t know

Sore . . .. L
Throat Naively specifying a joint distribution

is often intractable.

Lisa Yan, CS109, 2020 Stanford University




N can be large...

Gallstones Lipase

Fat intolerance
Hyperlipidemia
Upper
i Serum amylase
pain

Histary of Palpable
surgery gallbladder @

Pressure in
the RUQ .Hislmy of
alcohol abuse sugar
= e
medications Abnormal
carbohydrate

History of
Blood hospitalization

surface antigen Presence
phosphatase

in blood of hepatitis
ntigen HIeR
Binabl C?Od Total bilirubin
— Hepatic
Itching in Direct encephalopath
pregnancy ilirubin
\ ; sthological Alpha Impaired
iiace fetoprotein, consciousness
Intemational
normalized ratio Increased
plegnoncy, Antimitochondiial i o
antibodies usculo-skeletal St Platelet Iregular
count > liver edge

Jaundice pain
SMpIOITE Smooth muscle \
- antibodies
Antinuclear Gamma globulin s Irregular
antibodies @ @ liver
palms
Beta globulin Haemorthagie ;
= dia[hesigg erythemic
Alphal Weight eruptions
Tont Alpha2 globulin gain
ofY globulin >
ghielng » ascular Minute
@ spiders haemorthagie
spot

transfusion
: metabolism
Liver disorder
Presence of 5 >
antibodies to History of viral
HBsg in blood hepatitis Dupugtren’s Alcohol
contracture :
Presence of Hepatomegaly riesnc:
antibodies to
Presence of resence of HDV in blood
hepatitis B anlibodies_
to HBeAg in Alkaline Enlarged Hepatalgia
spleen
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Conditionally Independent RVs

Conditional Distributions Independent RVs

Lisa Yan, CS$109, 2020 Stanford University 35



Conditionally Independent RVs

Recall that two events A and B are

conditionally independent given E if: P(AB|E) = P(A|E)P(B|E)

n discrete random variables X;, X5, ..., X,, are called conditionally
independent given Y if:
for all xq, x5, ..., Xy, V-

n
POy = 20, X, = Xp, 0 Xy = ¥ =9) = | | PO = xlY = )

=1

This implies the following (cool to remember for later):

n
logP(X; = x,X; =Xy, ..., X, = x,|Y =y) = Z logP(X; = x;|Y = y)

=1

Lisa Yan, CS109, 2020 Stanford University 36




Lec. 12: Independence of multiple random variables  Errata

Recall independence of forr=1,..,n:
nevents £y, E,, ..., E;: for every subset E, E,, ..., E,:
P(El, Ez, ""ET) — P(El)P(Ez) P(Er)

We have independence of n discrete random variables X, X5, ..., X, if
forall xq, x5, ..., X"

n
P(Xl — xl,XZ —_ xZ, '"’XTL —_ xn) — HP(Xl — Xl)
=1

Errata (edited May 3): Removed the independent RV requirement for
all subsets of size r = 1, ..., n. Do you see why this requirement is

unnecessary?
(Hint: independence of RVs implies independence of all events)
Lisa Yan, C$109, 2020 Stanford University 37




15b_bayes_nets

Bayesian

Networks




A simpler WebMD

Under-
grad Great! Just specify 2% = 16 joint
probabilities...?

P(F,, =a,F,, =b,U=cT =d)

. . What would a Stanford flu expert do?

Describe the joint distribution using
causality!!!

Lisa Yan, C$109, 2020 Stanford University 39




Constructing a Bayesian Network

What would a Stanford flu expert do?

Describe the joint distribution using
causality.

\7 Assume
conditional

iIndependence.

a Yan, CS109, 2020 Stanford University 40



Constructing a Bayesian Network

In @ Bayesian Network,

Under- Each random variable is
grad conditionally independent of its

non-descendants, given its parents.

* Node: random variable

. * Directed edge: conditional dependency
Examples:

* P(Fy=1T=0F, =1) =P, =1|F, =1)
¢ P(Fluz1,U=O)=P(Flu=1)P(U=O)

Lisa Yan, C$109, 2020 Stanford University 41



Constructing a Bayesian Network

P(Fy, =1) = 0.1 P(U=1)=0.8

What would a Stanford flu expert do?

Under- Describe the joint distribution using
grad causality.

Assume conditional independence.

Provide P(values|parents) for each
random variable

What conditional probabilities
should our expert specify?

P(F,, =1|F, =1) =09
P(F,, = 1|F,, = 0) = 0.05 -

2

Lisa Yan, C$109, 2020 Stanford University 42




Constructing a Bayesian Network

P(Fy, =1) = 0.1 P(U=1)=0.8

What would a Stanford flu expert do?

Under- Describe the joint distribution using
grad causality.

Assume conditional independence.

Provide P(values|parents) for each
random variable

What conditional probabilities
should our expert specify?

P(T =1|F,,, =0,U =0)
P(T=1|F,=0,U=1)
P(Fp, = 1|Fy, =1) = 0.9 P(T=1|FZ=1,U=0)
P(F,, = 1|Fy = 0) = 0.05 P(T=1|F,=1,U=1)

Lisa Yan, CS$109, 2020 Stanford University 43



Using a Bayes Net

P(Fy, =1) = 0.1 P(U=1)=0.8

P(F,, =1|F, =1) =09
P(F,, = 1|F,, = 0) = 0.05

Under-
grad

What would a CS5109 student do?

1. Populate a Bayesian network by
asking a Stanford flu expert

or

by using reasonable assumptions

2. Answer inference questions

Fy, =0,U =0)=0.1
F,=0,U=1)=038
F, =1,U=0)=09
F,=1,U=1)=1.0

Lisa Yan, CS109, 2020
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[nference (I):

Math




Bayes Nets: Conditional independence Review

In @ Bayesian Network,

Each random variable is
conditionally independent of its
non-descendants, given its parents.

* Node: random variable
* Directed edge: conditional dependency

Lisa Yan, C$109, 2020 Stanford University 46



Inference via math

P(Fy, =1) = 0.1 P(U=1)=0.8

1. P(F, =0,U=1,F,=0,T =1)?

Under-
grad Compute joint probabilities

using chain rule.

P(Fev=1|Flu=1)=09 Flu=0;U=0)=01

_ _ Fp,=0,U=1)=08
P(F,, = 1|F,, = 0) = 0.05 =90,
(Few = 1Fi = 0) F,=1,U=0)=0.9

F,=1,U=1)=1.0

Lisa Yan, CS109, 2020 Stanford University 47




Inference via math

P(Fy, =1) = 0.1 P(U=1)=0.8

P(F,, =1|F, =1) =09
P(F,, = 1|F,, = 0) = 0.05

Under-
grad

2. P(Fy =1|F, =0,U=0,T = 1)?

1. Compute joint probabilities
P(F,,=1,F,=0U=0T=1)

P(F,, =0,F,,=0,U=0,T=1)

2. Definition of conditional probability

P(Fy, =1,F,=0U=0T=1)

Y . P(Fy, =xF,=0U=0T=1)

F,, =0,U=0)=0.1
Fp,=0,U=1)=10.38 = (0.095
F,, =1,U=0) =09
Fp,=1U=1) =10

Lisa Yan, C$109, 2020 Stanford University 48



Inference via math

P(Fy, =1) = 0.1 P(U=1)=0.8

P(F,, =1|F, =1) =09
P(F,, = 1|F,, = 0) = 0.05

Under-
grad

3. P(Fy, =1|U=1T =1)?

Fy, =0,U =0)=0.1
F,=0,U=1)=038
F, =1,U=0)=09
F,=1,U=1)=1.0

Lisa Yan, CS109, 2020
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Inference via math

P(Fy, =1) = 0.1 P(U=1)=0.8

3. P(Fy, =1|U=1T =1)?

Under-
grad 1. Compute joint probabilities

P(Fp,=1,U=1FE,=1T=1)

P(F,, =0,U =1,FE, =0T = 1)?

2. Definition of conditional probability

Sy P(Fu=1U=1F,=yT=1)
Y2y P(Fy = x,U = 1,F, =y,T = 1)

P(Fev=1|Flu=1)=09 Flu=0;U=0)=01

_ — M — F,=0U=1)=0.8
P(F,, = 1|F,; =0) =0.05 = =0.122
( ev | lu ) Fy, 1.U 0) 0.9 — O

F,=1,U=1)=1.0

Lisa Yan, C$109, 2020 Stanford University 50




Inference via math

P(Fy, =1) = 0.1 P(U=1)=0.8

P(F,, =1|F, =1) =09
P(F,, = 1|F,, = 0) = 0.05

Under-
grad

Fy, =0,U =0)=0.1
F,=0,U=1)=038
F, =1,U=0)=09
F,=1,U=1)=1.0

Lisa Yan, CS109, 2020

Solving inference questions
precisely is possible, but
sometimes tedious.

Can we use sampling
to do approximate
inference?

Yes.

Stanford University 51
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Conditional Expectation

+ General Inference
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Conditional Expectation

Conditional Distributions Expectation

Lisa Yan, CS$109, 2020 Stanford University 53




Check out the question on the next slide

Breakout (Slide 28). Post any clarifications here!

https://us.edstem.org/courses/667/discussion/93799

Rooms

Breakout rooms: 4 min. Introduce yourself!




. . value
QUICk ChECk . random variable, function of Y
. random variable, function of X
. function of X and Y
. doesn’'t make sense

&
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. . value
QUICk ChECk . random variable, function of Y
. random variable, function of X
. function of X and Y
. doesn’'t make sense

Lisa Yan, C$109, 2020 Stanford University 56



Conditional Expectation

The conditional expectation of X givenY = y is

E[X|Y =y] = sz(X =x|Y =y) = zxpxw(xly)

X X
Interpret: E|X|Y] is a random variable that takes on the value
E[X|Y = y]| with probability P(Y = y)

The Law of Total Expectation states that

E[EXIYV]] = ) EX|Y = ylP(Y =) = E[X]
y

E[X] can be calculated as the expectation of E[X|Y]

Lisa Yan, C$109, 2020 Stanford University 57



. Slide 34 has a question to go over by
Think

yourself.

Post any clarifications here!

https://us.edstem.org/courses/667/discussion/93799
Think by yourself: 2 min




Analyzing recursive code

E[X] = E[EXIYV]] = ) EIX|Y = y]P(Y =)
y

def recurse():
# equally likely values 1,2,
X = np.random.choice([1,2,3]
if (x 1): return 3
elif (x 2):
else: return (7 + recurse())

3
)

return (5 + recurse())

Lisa Yan, CS109, 2020

Let Y = return value of recurse().
What is E[Y]?
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Analyzing recursive code [ = B[EIXIY]] = ), ELXIY = y1P(Y =)

y

def recurse():
# equally likely values 1,2,
X = np.random.choice([1,2,3] Let Y = return value of recurse().
if (x == 1): return 3 What is E[Y1?
elif (x == 2): return (5 + recurse()) [ ]'
else: return (7 + recurse())

3
)

E[Y] = E[Y|X =1]P(X = 1) + E[Y|X =2]P(X = 2) + E[Y|X = 3]P(X = 3)

ElYIX=1]=3
When X = 1, return 3.

Lisa Yan, C$109, 2020 Stanford University 60



If Y discrete
Analyzing recursive code LX) = E[EXIVI] = ), EUXIY =51P(r =)

y

def recurse():
# equally likely values 1,

2,
X = np.random.choice([1,2,3] Let Y = return value of recurse().

if (x == 1): return 3 . "
elif (x == 2): return (5 + recurse()) What is E[Y]:

else: return (7 + recurse())

3
)

E[Y] = E[Y|X =1]P(X = 1) + E[Y|X = 2]P(X = 2) + E[Y|X = 3]P(X = 3)

What is E[Y|X = 2]?
E[5] +Y
E[Y + 5] =5+ E[Y] 4 &
5+ E[Y|X = 2] (byyourseln
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If Y discrete
Analyzing recursive code LX) = E[EXIVI] = ), EUXIY =51P(r =)

y

def recurse():
# equally likely values 1,2,
X = np.random.choice([1,2,3] Let Y = return value of recurse().
if (x == 1): return 3 What is E[Y1?
elif (x == 2): return (5 + recurse()) [ ]'
else: return (7 + recurse())

3
)

E[Y] = E[Y|X =1]P(X = 1) + E[Y|X = 2]P(X = 2) + E[Y|X = 3]P(X = 3)

When X = 2, return 5 +

a future return value of recurse().
What is E[Y|X = 2]7?

E[5]+Y
E[Y 4+ 5] =5+ E[Y]
5+ E[Y|X = 2]
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If Y discrete
Analyzing recursive code LX) = E[EXIVI] = ), EUXIY =51P(r =)

y

def recurse():
# equally likely values 1,2,
X = np.random.choice([1,2,3] Let Y = return value of recurse().
if (x == 1): return 3 What is E[Y1?
elif (x == 2): return (5 + recurse()) [ ]'
else: return (7 + recurse())

3
)

E[Y] = E[Y|X = 1]P(X = 1) + E[Y|X = 2]P(X = 2) + E[Y|X = 3]P(X = 3)

When X = 3, return
7 + a future return value
of recurse().

E[Y|X =3] =E[7 +7Y]
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If Y discrete
Analyzing recursive code LX) = E[EXIVI] = ), EUXIY =51P(r =)

y

def recurse():
# equally likely values 1,2,
X = np.random.choice([1,2,3] Let Y = return value of recurse().
if (x == 1): return 3 What is E[Y1?
elif (x == 2): return (5 + recurse()) [ ]'
else: return (7 + recurse())

3
)

E[Y] = E[Y|X =1]P(X = 1) + E[Y|X = 2]P(X = 2) + E[Y|X = 3]P(X = 3)

Y] = 3(1/3) + (5+E[YD(1/3) +  (7+E[YD(1/3)

Y] = (1/3)(15 + 2E[Y]) = 5 + (2/3)E[Y]
Y] =15

On your own: What is Var(Y)?

Lisa Yan, C$109, 2020 Stanford University 64




Independent RVs, defined another way

If X and Y are independent discrete random variables, then Vx, y:
PX=xY=y) PX=x)P(Y=y)
PY=y)  P¥=y)

pxy(,y)  px(X)py(y)

pxy (x|y) = >0 e = px (%)

PX=x|Y =y) =

= P(X = x)

Note for conditional expectation, independent X and Y implies

EIXIY = y] = ) xpyy(xly) = ) xpy(x) = E[X]

X X
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Interlude for
jokes/announcements




WHOA!  WE SHOULD GET INSIDE!

¥, ITS OKAY! LIGHTNING ONLY KILLS
s ABOUT 45 AMERICANS A YEAR, SO
THE CHANCES OF DYING ARE ONLY

ONE IN 7000000. LET'S GO ON!

)

THE ANNUAL DEATH RATE AMONG PEORPLE
WHO KNOW THAT STATISTIC 1S ONE. IN SIX.

https://xkcd.com/795/




Interesting probability news

U.S.Recession Model at100%
Confirms Downturnls Already
Here

“Bloomberg Economics created a
model last year to determine
America’s recession odds.”
| encourage you to read through
and understand the parameters
used to define this model!

Chance of Recession Within 12 Months

https://www.bloomberg.com/graphics/us-economic-
recession-tracker/ Lisa Yan, CS109, 2020 Stanford University 68




Constructing a Bayesian Network Review

In @ Bayesian Network,

Each random variable is
conditionally independent of its
non-descendants, given its parents.

* Node: random variable
* Directed edge: conditional dependency

Examples:
* P(Fy=1T=0F, =1) =P, =1|F, =1)
¢ P(Fluz1,U=0)=P(Flu=1)P(U=O)
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Check out the question on the next slide.
Post any clarifications here!

Breal{OUt https://us.edstem.org/courses/667/discussion/93799
Rooms

Breakout rooms: 4 min. Introduce yourself!




Inference via math

P(Fy, =1) = 0.1 P(U=1)=0.8

Under-
grad

Whatis P(F),, = 1|U = 1,T = 1)?

. . — 0.122

P(F,,=1|F,=1) =09 PT =1, =0U=0)=01

P(F,, = 1|F,, = 0) = 0.05 P(T=1|F,, =0,U=1)=0.38 o)
P(T = 1|Fy = 1,U = 0) = 09 o/
P(T=1|Fy=1,U=1)=1.0 |
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Inference via math

P(Fy, =1) = 0.1 P(U=1)=0.8

P(F,, =1|F, =1) =09
P(F,, = 1|F,, = 0) = 0.05

Under-
grad

Fy, =0,U =0)=0.1
F,=0,U=1)=038
F, =1,U=0)=09
F,=1,U=1)=1.0

Lisa Yan, CS109, 2020

Solving inference questions
precisely is possible, but
sometimes tedious.

Can we use sampling
to do approximate
inference?

Yes.

Stanford University 72



Inference via math Review

P(Fy, =1) = 0.1 P(U=1)=0.8

Under-
grad

Whatis P(F),, = 1|U = 1,T = 1)?

(from pre-lecture video)

P(F,,=1|F,=1) =09 PT =1, =0U=0)=01
P(F,, = 1|F,, = 0) = 0.05 P(T=1|F,, =0,U=1)=0.38
P(T =1|F, =1,U=0) =09
P(T=1|F,=1,U=1)=1.0

Lisa Yan, C$109, 2020 Stanford University 73




Rejection sampling algorithm

P(F,=1) = 0.1 P(U=1)=0.8

Under-
grad

Step O:

Have a fully specified
Bayesian Network

P(F,, =1|F, =1)=0.9 F, =0,U=0)=0.1

_ 0 F,=0U=1)=08
P(F,, = 1|F,, = 0) = 0.05 =0,
(Feo = 1Fi = 0) F,=1,U=0)=09

F,=1,U=1)=1.0

Lisa Yan, C$109, 2020 Stanford University 74




Rejection sampling algorithm

Inference
question:

Whatis P(F,, = 1|U = 1,T = 1)?

def rejection_sampling(event, observation):

[flu, und, fev, tir]

Sampling...
(0, 1, 0, 1]

samples = sample_a_ton()

Lisa Yan, CS109, 2020

" [0, 1]
(0, 1]
[0, 0]
[0, 1]
[0, 1]
(0, 0]
(1, 1]
[0, 1]

-
-

O O
M, OFEFOOOCOO
|NNNS S s

- - - - - - -

[0, 1, 0, 1]
Finished sampling

Stanford University 75



Rejection sampling algorithm

Inference yyy 4 e P(F,, =1|U =1,T = 1)?

question:

def rejection_sampling(event, observation):

samples_observation = ..
# number of samples with (U=1T=1)

samples_event =
# number of samples with (F,=1,U=1T=1)

return len(samples_event)/len(samples_observation)

Approxi.mate # samples with (F, =1, U =1,T = 1)
Probability = # samples with (U = 1,T = 1)

Lisa Yan, C$109, 2020 Stanford University 76




Rejection sampling algorithm

Inference yyy 4 e P(F,, =1|U =1,T = 1)?

question:

Approximate  # samples with (F,,, = 1,U = 1,T = 1)
Probability = # samples with (U = 1,T = 1)

Why would this definition of approximate probability make sense?

2

Lisa Yan, C$109, 2020 Stanford University 77




. Slide 40 has a question to go over by
Think

yourself.

Post any clarifications here!

https://us.edstem.org/courses/667/discussion/93799
Think by yourself: 2 min




Why would this approximate probability make sense?

Inference yyy 4 e P(F,, =1|U =1,T = 1)?

question:

Approximate  # samples with (F,,, = 1,U = 1,T = 1)
Probability = # samples with (U = 1,T = 1)

Recall our definition of P(E) = lim @ n = # of total trials

probability as a frequency: noo N n(E) = # trials where E occurs

¥
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Why would this approximate probability make sense?

Inference yyy 4 e P(F,, =1|U =1,T = 1)?

question:

Approximate  # samples with (F,,, = 1,U = 1,T = 1)
Probability = # samples with (U = 1,T = 1)

Recall our definition of P(E) = lim @ n = # of total trials

probability as a frequency: noo N n(E) = # trials where E occurs

Lisa Yan, C$109, 2020 Stanford University 80



Rejection sampling algorithm

Inference
question:

What is P(F,,, = 1|U = 1,T = 1)?

[flu, und, fev, tir]
Sampling...
(0, 1, 0, 1]
samples = sample_a_ton() » [0, 1]

samples_observation = .. {g' 3}

# number of samples with (U=1T=1) [0 1)

samples_event = [0, 1]

# number of samples with (F,=1,U=1,1 [0, 0]
[1, 1]
[0, 1]

def rejection_sampling(event, observation):

-
-

O O
L . N N . .

- O = O O O O

- - - - - - -

return len(samples_event)/len(samples_obsery

(0, 1, 0, 1]
Finished sampling

Lisa Yan, C$109, 2020 Stanford University 81



Rejection sampling algorithm

N_SAMPLES = 100000
# Method: Sample a ton

# create N_SAMPLES with likelihood proportional
# to the joint distribution

def sample_a_ton():
] How do we make a sample

for i in range(N_SAMPLES): (Fpy = a,U=b,Fe, = ¢,T = d)

sample = make_sample() # a particle _a(?Cf[)rdms tt())ltl’;e’?
samples.append(sample) | Joint probabliity:

samples

return samples

Create a sample using the Bayesian Network!!

Lisa Yan, C$109, 2020 Stanford University 82



Rejection sampling algorithm

# Method: Make Sample P(F, =1)=0.1 P(U=1)=0.8

# create a single sample from the joint distributior

# based on the medical "WebMD" Bayesian Network Under-

def make_sample(): grad
# prior on causal factors

flu bernoulli(0.1)

und = bernoulli(0.8)
# choose fever based on flu

if flu == 1: fev = bernoulli(0.9)
else: fev = bernoulli(0.05)

choose tired based on (undergrad and flu)
P(F,, =1|F; =1) =109
TODO: fill in P(F,, = 1|F;,, = 0) = 0.05

P(T=1|F,=0U=0)=0.1

P(T=1|F,=0,U=1)=0.8

a sqmple from the joint has an P(T =1|F, =1,U=0) =09

assignment to *xallx random variables P(T=1|F, =1,U=1)=1.0
return [flu, und, fev, tir] Lisa Yan, C$109, 2020 luStanfo;d University 83




Rejection sampling algorithm

# Method: Make Sample P(F,=1)=0.1 P(U=1)=0.8

# create a single sample from the joint distributior
# based on the medical "WebMD" Bayesian Network Under-
def make_sample(): grad
# prior on causal factors
flu ﬁ

bernoulli(0.1)
und = bernoulli(0.8)

# choose fever based on flu
if flu == 1: fev = bernoulli(0.9)

else: fev = bernoulli(0.05)
choose tired based on (undergrad and flu)

P(F,, = 1|F;, = 1) = 0.9
TODO: fill in P(E,, = 1|F,, = 0) = 0.05

P(T=1|F,=0U=0)=0.1

P(T=1|F,=0,U=1)=0.8

a sqmple from the joint has an P(T =1|F, =1,U=0) =09

assignment to *xallx random variables P(T=1|F, =1,U=1)=1.0
return [flu, und, fev, tir] Lisa Yan, C$109, 2020 luStanfOIfd University 84




Rejection sampling algorithm

# Method: Make Sample

# create a single sample from the joint distributior
# based on the medical "WebMD" Bayesian Network
def make_sample():

# prior on causal factors

flu = bernoulli(0.1)

und = bernoulli(0.8)
# choose fever based on flu

if flu == 1: fev bernoulli(0.9)

else: fev = bernoulli(0.05) @
choose tired based on (undergrad and flu)
P(Fev— 1|Fp, = 1) = 0.9
5

TODO: fill in P(F,, = 1|F;, = 0) = 0.0

P(T=1|F,=0U=0)=0.1

P(T—1F =0,U=1)=0.8

a sqmple from the joint has an P(T =1|F, =1,U=0) =09

assignment to *xallx random variables P(T=1|F, =1,U=1)=1.0
return [flu, und, fev, tir] Lisa Yan, C$109, 2020 luStanfOIfd University 85




Rejection sampling algorithm

# Method: Make Sample

# create a single sample from the joint distributior
# based on the medical "WebMD" Bayesian Network
def make_sample():

# prior on causal factors

flu = bernoulli(0.1)

und = bernoulli(0.8)

# choose fever based on flu
if flu == 1: fev bernoulli(0.9)
else: fev = bernoulli(0.05)

choose tired based on (undergrad and flu)

Ly

TODO: fill in (‘ 5

n=

a sample from the joint has an
assignment to *xallx random variables

return [flu, und, fev, tir] Lisa Yan, CS109, 2020 Stanford University 86
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Rejection sampling algorithm

# Method: Make Sample

# create a single sample from the joint distributior
# based on the medical "WebMD" Bayesian Network
def make_sample():

# prior on causal factors

flu = bernoulli(0.1)

und = bernoulli(0.8)

# choose fever based on flu
if flu == 1: fev = bernoulli(0.9)
else: fev = bernoulli(0.05)

# choose tired based on (undergrad and flu)

bernoulli(0.1

if flu == 0 and und 0: tir )
bernoulli(0.8)
)
)

elif flu == 0 and und 1: tir
elif flu == 1 and und Q: tir
else: tir

bernoulli(0.9
bernoulli(1.0

# a sample from the joint has an
# assignment to xallx random variables
return [flu, und, fev, tir] Lisa Yan, CS109, 2020 Stanford University 87




Rejection sampling algorithm

# Method: Make Sample

# create a single sample from the joint distributior
# based on the medical "WebMD" Bayesian Network
def make_sample():

# prior on causal factors

flu = bernoulli(0.1)

und = bernoulli(0.8)

# choose fever based on flu
if flu == 1: fev = bernoulli(0.9)
else: fev = bernoulli(0.05)

# choose tired based on (undergrad and flu)

bernoulli(0.1

if flu ® and und 0: tir )
bernoulli(0.8)
)
)

elif flu ® and und 1: tir
elif flu 1 and und Q: tir
else: tir

bernoulli(0.9
bernoulli(1.0

# a sample from the joint has an
# assignment to *xallx random variables

return [flu, und, fev, tir] Stanford University 88




Rejection sampling algorithm

Inference

et What is P(F, = 1|U = 1,T = 1)?

def rejection_sampling(event, observation):
samples = sample_a_ton()

samples_observation = ..
# number of samples with (U=1T=1)

samples_event =
# number of samples with (F,=1,U=1T=1)

return len(samples_event)/len(samples_observation)
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Rejection sampling algorithm

Inference yyy 4 e P(F,, =1|U =1,T = 1)?

question:

def rejection_sampling(event, observation):
samples = sample_a_ton()

samples_observation =
reject_inconsistent(samples, observation)

samples_event =
# number of samples with (F,=1,U=1T=1)

return len(samples_event)/len(samples_observation)
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Rejection sampling algorithm

Inference yyy 4 e P(F,, =1|U =1,T = 1)?

question:

def rejection_sampling(event, observation):
samples = sample_a_ton()

samples_observation =
reject_inconsistent(samples, observation)

samples_event =
# number of samples with (F,=1,U=1T=1)

return len(samples_event)/len(samples_observation)

Keep only samples that are consistent
with the observation (U =1, T = 1).
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Rejection sampling algorithm

Inference yyy 4 e P(F,, =1|U =1,T = 1)?

question:

def rejection_sampling(event, observation):
samples = sample_a_ton()

samples_observation =
reject_inconsistent(samples, observation)

samples # Method: Reject Inconsistent

# Rejects all samples that do not align with the outcome.
return |# Returns a list of consistent samples.
def reject_inconsistent(S?Tples, outcome):
consistent_samples =
for sample in samples: v U=1T=1)
if check_consistent(sample, outcome):
consistent_samples.append(sample)
return consistent_samples




Rejection sampling algorithm

Inference yyy 4 e P(F,, =1|U =1,T = 1)?

question:

def rejection_sampling(event, observation):
samples = sample_a_ton()

samples_observation =
reject_inconsistent(samples, observation)

samples_event =
reject_inconsistent(samples_observation, event)

return len(samples_event)/len(samples_observation)

Conditional event = samples with (F;,, = 1,U = 1,T = 1).
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Rejection sampling algorithm

Inference

et What is P(F, = 1|U = 1,T = 1)?

def rejection_sampling(event, observation):
samples = sample_a_ton()
samples_observation =
reject_inconsistent(samples, observation)

samples_event =
reject_inconsistent(samples_observation, event)

return ldef reject_inconsistent(samples, outcome): 1gation)
4

conditi  Fu=xU=1Fy=yT=1) (Fu=1)

return consistent_samples
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Rejection sampling algorithm

Inference
question:

Whatis P(F,, = 1|U = 1,T = 1)?

def rejection_sampling(event, observation):
samples = sample_a_ton()

samples_observation =
reject_inconsistent(samples, observation)

samples_event =
reject_inconsistent(samples_observation, event)

return len(samples_event)/len(samples_observation)

Approximate # samples with (F,, =1,U =1,T = 1)
Probability = 4 samples with (U = 1,T = 1)

Lisa Yan, C$109, 2020 Stanford University 95




Rejection sampling

— — flu, und, fev, ti
If you can sample enough from the joint distribution, Lflu, und, fev, tir]

you can answer most probability inference questions.

Sampling...

(0, 1, 0, 1)
[0, 1]
With enough samples, you can correctly compute: {g' (1)}
* Probability estimates [o: 1)
* Conditional probability estimates [0, 1]

- Expectation estimates { 2' : }

[0, 1]

-
-

O O
NN Y S S S

- O = O O O O

- - - - - - -

Because your samples are a representation 0, 1, 0, 11
of the joint distribution! Finished sampling

P(has flu | undergrad and is tired) = 0.122
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Other applications

Chemical
present?

Chemical
detected?

Battery
failure

Trajectory
deviation

Electrical
system
failure

Communi-
cation loss

Take CS238/AA228: Decision Making under Uncertainty!

Lisa Yan, CS109, 2020
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Challenge with Bayesian Networks

What if we don’t know the structure?

Take CS228: Probabilistic Graphical Models!
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Disadvantages of rejection sampling

P(F,,=1)=01 PWU=1)=08

Under-
P(F,, = 1|F,, = 99.4)? arad

What if random variables
are continuous?

5
=

What if you run out of Fey|Fiy =1~ N(100,1.81)

time/computational Fey|Fr, = 0~ V(98.25,0.73)

power? P(T =1
P(T =1
P(T =1
P(T =1

O = O
N S
[T
© oo
O 0 =

= 1.

University 99

L
S QS

QO

o)
p)
=
e
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Congratulations on finishing

the midterm ©




