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Quick slide reference
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3 CS109 Wrap-Up LIVE
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What have we learned in 
CS109?
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A wild journey
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Computer science Probability
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From combinatorics to probability…
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𝑃 𝐸 + 𝑃 𝐸! = 1
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…to random variables and the Central Limit Theorem…
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Bernoulli

Poisson

Gaussian
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…to statistics, parameter estimation, and machine learning
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A happy
Bhutanese person

𝐿𝐿 𝜃 Flu Under-
grad

TiredFever

and Learn
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Lots and lots of analysis
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Climate 
sensitivity

Bloom filters

Peer 
grading

Web MD 
inferencep-hacking?

Coursera A/B testing

Why does he write like he’s
running out of time?
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Lots and lots of analysis
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Heart

Ancestry Netflix
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What have we done together 
this quarter?
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The CS109 teaching team
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Discussion, synchronous and asynchronous

Wow 39:15
I love these jokes 39:21
It couldn't find the other side39:21
LOLLLL 39:23
Gottem 39:24
all the jokes were solid haha 39:26
Lol 39:26
ONE MORE 39:28
Hahaha 39:31
chat is NOT quiet 39:31
More! 39:33

I want to feel like I’m 35:56
really alive
j’integrate donc je suis…? 36:21
Pretty sure that’s the quote ^ 36:45
definitely 36:56



13

What have you learned 
from CS109?
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What do you want to 
remember in 5 years?
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What do you want to remember in the next 5 years?
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What can you do with CS109 
material?
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Your interests
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Fall 2020 contest winners
Grand Prize Winners:
• Ian Chang, Classifying Art

using Probability
• Sohit Gatiganti and Chris Kim,

Stack Overflow: A Deep Dive into
Post Quality Analysis

Runners-Up:
• Valexa Orelien, The Book Matcher
• Edward Park, From the First to the Last, 

From Cradle to Grave
• Anna Quinlan, Improving Virtual Diabetes 

Patient Simulations with Bayesian Networks
• Erika Hunting and Wes Peisch, Metro Mania
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http://web.stanford.edu/class/cs109/psets/contest/Classifying%20Art%20using%20Probability.pdf
http://web.stanford.edu/class/cs109/psets/contest/Classifying%20Art%20using%20Probability.pdf
http://web.stanford.edu/class/cs109/psets/contest/Stack%20Overflow_%20A%20Deep%20Dive%20into%20Post%20Quality%20Analysis.pdf
http://web.stanford.edu/class/cs109/psets/contest/The%20Book%20Matcher.pdf
http://web.stanford.edu/class/cs109/psets/contest/From%20the%20First%20to%20the%20Last,%20From%20Cradle%20to%20Grave.pdf
http://web.stanford.edu/class/cs109/psets/contest/Improving%20Virtual%20Diabetes%20Patient%20Simulations%20with%20Bayesian%20Networks.pdf
http://web.stanford.edu/class/cs109/psets/contest/Improving%20Virtual%20Diabetes%20Patient%20Simulations%20with%20Bayesian%20Networks.pdf
http://web.stanford.edu/class/cs109/psets/contest/Metro%20Mania.pdf
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After CS109
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Statistics

Stats 200 – Statistical Inference
Stats 208 – Intro to the Bootstrap
Stats 209 – Group Methods/Causal Inference

Theory

CS161 – Algorithmic analysis
Stats 217 – Stochastic Processes
CS238 – Decision Making Under Uncertainty
CS228 – Probabilistic Graphical Models
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After CS109
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AI

CS 221 – Intro to AI
CS 229 – Machine Learning
CS 230 – Deep Learning

CS 224N – Natural Language Processing
CS 231N – Conv Neural Nets for Visual Recognition
CS 234 – Reinforcement Learning

Applications

CS 279 – Bio Computation
Literally any class with numbers in it

Linear algebra:
Math 104/ENGR 108
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and data!
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Correlation does not imply causation
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• Child myopia correlated to sleeping with light 
on

• Parental myopia correlated with child 
myopia

• Myopic parents correlated with leaving 
light on

Cov 𝑋, 𝑌 = 0
𝜌 𝑋, 𝑌 = 0𝑋, 𝑌 independent implies But the converse is not 

necessarily true!
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Not all correlations should be dismissed as spurious
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Understanding Bayes’ Rule
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Prosecutor’s Fallacy:
“The odds of finding this evidence 
on an innocent man are so small 
that the jury can safely disregard 
the possibility that this defendant is 
innocent.”
https://en.wikipedia.org/wiki/Prosecutor%27s_fallacy

https://en.wikipedia.org/wiki/Prosecutor%27s_fallacy
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Mishandling of p-values
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Ethics and datasets

Sometimes machine 
learning feels universally 
unbiased.
We can even prove our 
estimators are “unbiased” 
(mathematically).
Google/Nikon/HP have had 
biased datasets.
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"HP has been informed of a potential issue with facial-tracking 
software. Consistent with other webcams, proper foreground 
lighting is required for the product to effectively track any 
person and their movements,” [HP, 2009]

“We’re appalled and genuinely sorry that this happened...We 
are taking immediate action to prevent this type of result 
from appearing. There is still clearly a lot of work to do with 
automatic image labelling, and we’re looking at how we can 
prevent these types of mistakes from happening in the 
future.” [Google, 2015]

Face-tracking, auto-tagging
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Should your data be unbiased?
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Man is to Computer Programmer as Woman is to Homemaker?

Debiasing Word Embeddings

Tolga Bolukbasi1, Kai-Wei Chang2, James Zou2, Venkatesh Saligrama1,2, Adam Kalai2
1Boston University, 8 Saint Mary’s Street, Boston, MA

2Microsoft Research New England, 1 Memorial Drive, Cambridge, MA
tolgab@bu.edu, kw@kwchang.net, jamesyzou@gmail.com, srv@bu.edu, adam.kalai@microsoft.com

Abstract
The blind application of machine learning runs the risk of amplifying biases present in data. Such a

danger is facing us with word embedding, a popular framework to represent text data as vectors which
has been used in many machine learning and natural language processing tasks. We show that even
word embeddings trained on Google News articles exhibit female/male gender stereotypes to a disturbing
extent. This raises concerns because their widespread use, as we describe, often tends to amplify these
biases. Geometrically, gender bias is first shown to be captured by a direction in the word embedding.
Second, gender neutral words are shown to be linearly separable from gender definition words in the word
embedding. Using these properties, we provide a methodology for modifying an embedding to remove
gender stereotypes, such as the association between between the words receptionist and female, while
maintaining desired associations such as between the words queen and female. We define metrics to
quantify both direct and indirect gender biases in embeddings, and develop algorithms to “debias” the
embedding. Using crowd-worker evaluation as well as standard benchmarks, we empirically demonstrate
that our algorithms significantly reduce gender bias in embeddings while preserving the its useful properties
such as the ability to cluster related concepts and to solve analogy tasks. The resulting embeddings can
be used in applications without amplifying gender bias.

1 Introduction

There have been hundreds or thousands of papers written about word embeddings and their applications,
from Web search [27] to parsing Curriculum Vitae [16]. However, none of these papers have recognized how
blatantly sexist the embeddings are and hence risk introducing biases of various types into real-world systems.

A word embedding that represent each word (or common phrase) w as a d-dimensional word vector
~w 2 Rd. Word embeddings, trained only on word co-occurrence in text corpora, serve as a dictionary of sorts
for computer programs that would like to use word meaning. First, words with similar semantic meanings
tend to have vectors that are close together. Second, the vector differences between words in embeddings
have been shown to represent relationships between words [32, 26]. For example given an analogy puzzle,
“man is to king as woman is to x” (denoted as man:king :: woman:x), simple arithmetic of the embedding
vectors finds that x=queen is the best answer because:

��!man �����!woman ⇡
��!
king ����!queen

Similarly, x=Japan is returned for Paris:France :: Tokyo:x. It is surprising that a simple vector arithmetic
can simultaneously capture a variety of relationships. It has also excited practitioners because such a tool
could be useful across applications involving natural language. Indeed, they are being studied and used
in a variety of downstream applications (e.g., document ranking [27], sentiment analysis [18], and question
retrieval [22]).

However, the embeddings also pinpoint sexism implicit in text. For instance, it is also the case that:

��!man �����!woman ⇡ ����������������!computer programmer �
��������!
homemaker.
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Dataset: Google News

Bolukbasi et al., Man is to Computer Programmer as Woman is to 
Homemaker? Debiasing Word Embeddings. NIPS 2016

Should our unbiased data collection reflect society’s systemic bias?
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How can we explain decisions?
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If your task is image classification,
reasoning about high-level features is 
relatively easy.
Everything can be visualized.

What if you are trying to classify 
social outcomes?

• Criminal recidivism
• Job performance
• Policing 
• Terrorist risk
• At-risk kids
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Why study probability + CS?
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Why study probability + CS?
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Source: US Bureau of Labor Statistics

https://www.bls.gov/ooh/fastest-growing.htm
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Why study probability + CS?
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Interdisciplinary Closest thing to magic
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Why study probability + CS?
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Everyone is welcome!
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Technology magnifies.
What do we want 

magnified?
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You are all one step closer to 
improving the world.

(all of you!)
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The end

See you soon… J

puzzle room

https://jigsawpuzzles.io/g/93db2edc-6b8b-4537-9722-d688115cffdb

