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CS109: 
Ethics & Machine Learning
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(Relatively) Easy Cases: Spam Detection & OCR
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MNIST Database 
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USPS Mail Sorting using Optical Character 
Recognition (OCR)
43% of the world’s mail
161.4 million domestic addresses
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Mail Sorting & 
OCR

oTraining Database (MNIST)
oReference 
Standard/Benchmark
oDeployed everywhere 

Ah, one of the 
relatively 
uncomplicated 
cases ... 

11



Responsible Machine 
Learning using 
Data about People
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Theme #1: 
Building Responsible Datasets
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How is training data 
created and why is it 
often biased?
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Zhu et al 2017 
https://arxiv.org/abs/1703.10593
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“Van Gogh” is biased towards a yellow/green/blue palette ...
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Op. cite and Srinivasan & Uchino 2021 
https://dl.acm.org/doi/10.1145/3442188.3445869
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Op. cite and Srinivasan & Uchino 2021 
dl.acm.org/doi/10.1145/3442188.3445869

.. But real van Gogh painted red poppies.  
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Skin lightening & feature whitening in generative art 

Images generated by AI Portrait Ars (now offline)
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Better generative art is possible ... if we train on datasets more representative 
of human population (but not of the European art archive)



Biases in Image  
Benchmarks ... 
A very brief 
history.
Tools used for 
benchmarks or 
calibration often are 
biased towards majority 
or dominant social 
groups. The “Shirley 
Card” film developers 
used as the test image 
original showed a white 
woman and only later 
included darker 
skintones.
(source: work of Sarah Lewis & Lorna Roth)

22
Shirley Card, 1944 Shirley Card, 1995
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Biases in 
ImageNet
Imagenet is biased 
(in a neutral sense) 
towards texture ... 
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Hendrycks et. al. 2020
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Hendrycks et. al. 2020



Biases in 
ImageNet
... but the dataset 
also overrepresents
males, light-skinned 
people, and adults 
between the ages 
of 18 & 40.
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Yang et. al 2020 
https://dl.acm.org/doi/10.1145/335109
5.3375709

Kärkkäinen & Joo 2019 
https://arxiv.org/pdf/1908.04913.pdf
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Problem 1:   Undersampling & Lack of Data
uFor both gender and race, the majority groups are often undersampled in 
image databases.

uMajority of images in some databases of faces are of white faces.

uFaces In The Wild database was 83.5% white and 77.5% male.
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Huge Improvement in Face Datasets since 2014
Research and activism by Joy Buolamwini, Timnit Gebru, and many 
others has led to more representative datasets already.
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“Quality of Service” Harm
“Quality-of-service harms can occur when a system does not work as well 
for one person as it does for another, even if no opportunities, resources, or 
information are extended or withheld.” (Crawford)

Examples:
oGenerative Art
oFace Recognition
oDocument Search
oProduct Recommendation

30
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Allocation Harms
Allocation harms can occur when AI systems extend or withhold 
opportunities, resources, or information

What is a just distribution of outcomes for:
uHiring
uLending
uSchool admissions

31
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Case Study
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Algorithmic Discrimination: The Case of St. George’s Hospital

2,500 
applicants to 
the medical 
school

Interview 
approx. 625 
(so ¾ are 
rejected)

Offer spots to 
approx. 425 
(so 70% of 
interviewees 
accepted)

33
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In 1979, Vice Dean Dr. 
Geoffrey Franglen
finishes a classification 
algorithm to do the job
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Timeline of a Biased Algorithm

1982: Dr. Franglen
argues that 90-95% 

of classifications 
agree with the 

verdict of human 
assessors on the 
selection panel

1982: Algorithm 
trained on historical 

data from St. 
George’s screens all 

applications

Internal review 
questions why 

applicants are being 
weighted by factors 
like name and place 

of birth

1986: two St. 
George’s lecturers 
report findings to 

UK Commission for 
Racial Equality

Commission finds 
that name and 

place of birth are 
used to dock points 

from female and 
“Non-Caucasian” 

applicants

35
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This biased 
result was 
predictable

1.  Garbage In, Garbage Out. 
Previous admissions process was biased 
against female applicants and applicants 
of color.  Simply learning from the data will 
replicate and perpetuate the past bias.

2. Improper use of “Sensitive Features.”
Algorithm relied on data like name and 
place of birth that provide no information 
about the merit of the applicant and are 
highly correlated with sensitive categories 
like race and gender.  

Costs: At least 60 
people wrongly 
rejected each 
year.
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Overcoming Ossified Biases
In Training Data

39



Definitions of 
Bias

Nissenbaum:  we will use “bias to refer to 
computer systems that systematically and 
unfairly discriminate against certain 
individuals or groups of individuals in favor 
of others. 
A system discriminates unfairly if it denies 
an opportunity or a good or if it assigns an 
undesirable outcome to an individual or 
group of individuals on grounds that are 
unreasonable or inappropriate”
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Three Formal 
Definitions of Fairness
Fairness through Unawareness
Fairness through Awareness: Independence
Fairness through Awareness: Separation

41
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Fairness through Unawareness
Motivating idea: “The way to stop discrimination on the basis of race is to 
stop discriminating on the basis of race” – Chief Justice Roberts

Note: Fairness through unawareness of some federally “protected 
categories” (subset of sensitive features) is legally required in domains like 
lending. 

How to do it:
1. Exclude the sensitive feature (race, gender, age, etc) from your dataset
2. (Recommended) Also exclude proxies for the sensitive feature (name, zip 
code)

42
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Case Study: Facebook Ads & Job/Housing Recommendations

Facebook creates “Lookalike” 
feature for advertisers: upload 
a “source list” and find users 
with “common qualities” to 

target ads, including for 
housing and jobs 

March 2018: National Fair 
Housing Alliance (NFHA) & 

other civil rights groups sue 
Facebook over violations of the 

Fair Housing Act

March 2019: As part of 
settlement, Facebook agrees 

not to use “age, gender, 
relationship status, religious 
views, school, political views, 
interested in, or zip code” in 
creating lookalike audience 
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New “Special 
Ad” Audiences 
Still Biased
Gender: Equally Biased

Age: Almost as Biased

Race: more difficult to measure 
given the tools provided but still 
somewhat biased

Political Views: Less Biased

Sapiezynski et. al 2019, 

https://sapiezynski.com/papers/s
apiezynski2019algorithms.pdf 44



Many Features = Accurate Group Prediction 
Sensitive attributes are often “redundantly encoded” in the dataset
Many of the features or datapoints are correlated with the sensitive attribute

45
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Procedural Fairness: 
Focuses on the decision-making or classification process, ensures that the 
algorithm does not rely on unfair features.

Distributive Fairness:
Focuses on the decision-making or classification outcome, ensures that the 
distribution of good and bad outcomes is equitable.  

46

In what way is Fairness through Unawareness Fair? 
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Procedural Fairness: 
Focuses on the decision-making or classification process, ensures that the 
algorithm does not rely on unfair features.

In our case, Facebook increases procedural fairness by removing “age, 
gender, relationship status, religious views, school, political views, interested 
in, zip code” from algorithm that creates Lookalike/SpecialAd audiences.

Distributive Fairness:
Focuses on the decision-making or classification outcome, ensures that the 
distribution of good and bad outcomes is equitable.  

In our case, little increase in distributive fairness because the outcome 
does not change very much.

47

In what way is “Fairness through Unawareness” Fair? 



Let’s Try Fairness 
Through Awareness!
Awareness of what?

48
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Independence & Demographic Parity 
Sensitive Attribute = A
Other group membership = B
Classifier or Score = R

The random variables (A,R) satisfy independence if A⊥R

For binary classification (our jam!) 
• P{R=1|A=a} = P{R=1|A=b}
• E.g. acceptance rate should be the same for all groups

49



Lisa Yan, Chris Piech, Mehran Sahami, and Jerry Cain CS109, Winter 2021

Relaxed Independence Condition
Another US legal standard is “disparate impact,” also known as the 80% 
rule.  
§Imagine people from group A and group B apply to a job.  
§The percentage accepted from group B must be at least 80% of the 
percentage from group A accepted. 

where ε = 0.2.
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Disparate 
Quality & Self-
Fulfilling 
Properties

What does fairness through awareness fail to 
capture? 

u If the classifier is significantly less good at 
identifying quality candidates in a minority 
group (relative to the data), the candidates 
accepted might be evaluated as worse, 
leading to future bias.

u Quality of Service Disparity might then lead 
to an Allocation Disparity.

u Dwork et. al. (including Omer Reingold!) call 
this a “self-fulfilling prophecy.”

Dwork et. al. 2012, “Fairness Through 
Awareness” 
https://dl.acm.org/doi/10.1145/2090236.20
90255
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Classification of the minority group may be worse.
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Classification of the minority group may be worse.
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Classification of the minority group may be worse 
even with awareness.

56
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False Positives and False Negatives

Condition y = 1 Condition y = 0

Event ŷ = 1 True positive False positive

Event ŷ = 0 False Positive False Negative
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= CAT! (True positive)

58

False Positives and False Negatives

Condition y = 1 Condition y = 0

Event ŷ = 1 True positive False positive

Event ŷ = 0 False Positive False Negative
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= CAT! (False Positive)

59

False Positives and False Negatives

Condition y = 1 Condition y = 0

Event ŷ = 1 True positive False positive

Event ŷ = 0 False Positive False Negative
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Motivating idea: in some cases, a sensitive attribute is correlated with the 
target. Separation criterion allows correlation between the score and the 
sensitive attribute to the extent that it is justified by the target variable.
Definition: Random variables (R,A,Y) satisfy separation if R⊥A∣Y

Separation means that the true positive and false positive rates for both 
groups will be equal.

60

Fairness through Separation



How do we address 
bias in machine 
learning?

61
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Algorithmic Auditing!

62
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Intersectionality & Subgroup Analysis

• Audits often only focus on a federally protected categories (race, 
religion, national origin, age, sex, disability, veteran status).

• Exclusion can also correlate with subgroup or intersectional 
categories within axes of existing discrimination

• Audits for “single-axis” discrimination will miss it, and legal 
standards do not require audits for multi-axis discrimination

(see Crenshaw 1989, 140; Raji and Buolamwini 2019; Wilson et. al 2021)
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Pre-processing: Adjust 
the feature space to be 
uncorrelated with the 

sensitive attribute.

How can we 
achieve 
independence?
A Formal 
Intervention
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Pre-processing: Adjust 
the feature space to be 
uncorrelated with the 

sensitive attribute.

At training time: Work the 
constraint into the 

optimization process that 
constructs a classifier 

from training data.
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Pre-processing: Adjust 
the feature space to be 
uncorrelated with the 

sensitive attribute.

At training time: Work the 
constraint into the 

optimization process that 
constructs a classifier 

from training data.

Post-processing: 
Adjust a learned 
classifier so as to 
be uncorrelated 

with the sensitive 
attribute.
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Model Cards: A systematic checklist for investigating your model 
and sharing the results with others (Mitchell et. al. 2019)
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Leveling Up & Leveling Down: 
Justice Beyond Distribution

69
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Justice beyond Distribution
Zero-sum: 
Resources and outcomes are fixed: the only task of justice is to fairly 
distribute them between individuals and groups.  Improving the outcomes 
of the least-well-off group means worse outcomes for the best-off group 
(although in many cases only slightly worse). 

Leveling Up & Expanding the Pie:
Outcomes and Resources are not fixed: justice means distributing 
outcomes fairly and increasing the number of good outcomes. Improving 
outcomes of the least-well-off group need not come at the expense of any 
other group.
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Create Your Own 
Representations
You are 109 graduates now – you have the power! 
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Photographic representation as a site of subversion
bell hooks, “In Our Glory: Photography and Life”
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Activism by Computer 
Scientists
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Before 
#TechWontBuildIt
Retail Polaroid cameras had 
only one flash button, but 
the ID-2, sold to the South 
African government, had a 
second “boost” flash which 
increased the illumination 
by 42% to better capture 
Black skin tones.
This was used to create 
passbook photographs for 
the Apartheid government.

http://physical-electrical-
digital.nyufasedtech.com/items/show/46
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Caroline Hunter: “I worked at Polaroid 
as a research chemist and my late 
husband Ken Williams was in the 
photo department producing 
advertisements for Polaroid, and one 
day I went to pick him up for lunch 
and we discovered an ID badge with a 
mockup of a black guy that we knew 
from Polaroid saying ‘Union of South 
Africa Department of the Mines’”
“We discovered that Polaroid was in 
South Africa and that they’d been 
there for quite some time, since 1938, 
and that they were actually the 
producers of the notorious passbook 
photographs which South Africans, 
black South Africans called their 
‘handcuffs.'”
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Workers at Polaroid Whistleblowing
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Do your own analysis of the 
systems you are making.
Ensure that they line up with your 
values and function for the “greater 
good.”
Work with others inside and 
outside your company to hold 
machine learning to the highest 
standards of fairness.
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Support internal & external efforts to honestly evaluate models

Timnit Gebru & Margaret Mitchell, recently of Google’s Ethical AI team



Thank you!
Office Hours: https://calendly.com/kathleencreel
Email: kcreel@stanford.edu
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