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CS111 Topic 3: Multithreading, Part 1

Topic 3: Multithreading - How can we have concurrency within a single
process? How does the operating system support this?
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assign4: implement several multithreaded programs while eliminating race conditions!



Learning Goals

e Reflect on how we trust the software we use and how we choose what to trust

* Explore operating systems as a case study in trusting (and not trusting) large,
far-reaching software systems.



Key Questions

What do we trust?
How do we trust those things?
How do we choose what to trust?

= w e

What are the impacts if that trust is violated?



Plan For Today

* Trust and Operating Systems
 What is trust?

* How do we decide what to trust?
* Example: Linux



Plan For Today

* Trust and Operating Systems



Trust and Operating Systems

* Writing synchronization code is hard — difficult to reason about, bugs are tricky
if they are hard to reproduce

* Lots of software incorporates concurrent code — OSes are one example

e Concurrency + unique properties of OSes (immense scale) provides a unique
lens through which to examine how we trust software.



Trust and Operating Systems

Operating systems provide the root of trust for software.

 All software runs on top of OSes, so applications are only as trustworthy as the
OS they run on

e Operating systems implement mechanisms used by applications

Operating systems also have unique characteristics that lead to their immense
scale and impact.



OS Scale: Codebase

Scale of codebase: millions of lines of code, thousands of files

Example: as of 2020, the Linux kernel had > 27.8M lines, > 66K files

* Extremely large, hard to maintain (likely order of 10 years to make new one),
systems outlive builders

* Bugs! E.g., even old 0OS/360 rule of thumb was ~1000 bugs was good enough
to ship
* New bugs surface about as quickly as old ones are fixed

Thought question: how does this impact whether / how much we trust OSes?


https://www.theregister.com/2020/01/06/linux_2020_kernel_systemd_code/

OS Scale: Users

Scale of users: millions — billions of users

Example: as of 2023, Windows had > 1B users

* Nowadays, not the only software with massive scale, but certainly among
them

* [ssues/bugs/vulnerabilities can have massive impact

Thought question: how does this impact how we think about OS bugs?
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https://blogs.windows.com/windowsdeveloper/2023/05/26/delivering-delightful-performance-for-more-than-one-billion-users-worldwide/

Examples of OS Bugs

e iOS Bugin 2011 caused some set alarms to not go off

e 2021 Windows PrintNightmare vulnerability in printing software allowed
remote code execution

e 2017 macOS bug allowed admin access without a password

e 2022 Linux bug gives root access due to 12-year-old vulnerability

e 2015 Android Stagefright vulnerability in multimedia software

e EternalBlue Windows vulnerability (kept secret by NSA, hackers later leaked)
led to WannaCry ransomware, affecting many
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https://www.nytimes.com/2011/01/03/technology/03iphone.html
https://www.cisa.gov/news-events/alerts/2021/06/30/printnightmare-critical-windows-print-spooler-vulnerability
https://arstechnica.com/information-technology/2017/11/macos-bug-lets-you-log-in-as-admin-with-no-password-required/
https://arstechnica.com/information-technology/2022/01/a-bug-lurking-for-12-years-gives-attackers-root-on-every-major-linux-distro/
https://www.theverge.com/2015/10/1/9431677/stagefright-android-attack-vulnerability-patch-audio-file
https://nordvpn.com/blog/what-is-eternalblue/

OS Scale: Impact

Scale of impact: many users, many applications built on top of OSes

A bug in an application can be very bad; a bug in an OS can potentially be
tremendously bad

* Imagine if a bug allowed for root access to entire system — running code in
privileged mode! E.g. readSector.

e Potential impact to entire system — large potential surface area

* OSes provide the root of trust for software
* All software runs on top of Oses, so applications are only as trustworthy as OS beneath

Thought question: how does this impact how we think about OS bugs?
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OS Scale: Longevity

Scale of longevity: OSes used for very long time

Users still on old OS versions, vulnerabilities still found in old OS versions
* Not all users update to new OSes, or update quickly
 Example: 2023 update for almost-10-year-old iPhone 55

* Challenge of continuing to keep OSes secure

 Latest Google Pixel phones get 7 years of OS and security updates, Samsung
Galaxy S24 series also gets 7 years of security updates and 7 Android upgrades

* Assign2 question: how do we think about mandated long-term support?

Thought question: how should OS-makers approach this to earn user trust? -


https://www.theverge.com/2023/1/24/23569600/apple-iphone-5s-security-update-ios-12
https://support.google.com/nexus/answer/4457705?hl=en-GB
https://www.cnet.com/tech/mobile/samsung-extends-android-and-security-updates-to-7-years/

What is an OS that you use?
Why do you choose to trust
it?

Respond on PollEv: g

pollev.com/cs111 Fi




What is an OS that you use? Why do you choose to trust it?

Nobody has responded yet.

Hang tight! Responses are coming in.

Start the presentation to see live content. For screen share software, share the entire screen. Get help at pollev.com/app



Plan For Today

e What is trust?
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Trust

Trust is to stop questioning the dependability of something.

* Efficiency/safety tradeoff: trust lowers the barriers of monitoring and
qguestioning (more efficient)

* Involves intentions, dependence, vulnerability/risk
e Agency: our capacity to take actions that align with our goals

* “when we trust, we try to make something a part of our agency... To unquestioningly
trust something is to let it in—to attempt to bring it inside one’s practical functioning.” -
CT Nguyen

* Trusting software is extending agency

* Agential gullibility: trusting more than is warranted
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https://philarchive.org/rec/NGUTAA

Trust is powerful, necessary, risky

If | trust people or things (e.g. software), | ...

- Integrate it with my own functioning

- Work more efficiently with them (stop questioning)
- Feel betrayed when they fail us

=> Trust (by extending agency) with great care!
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Self-assessment on Trust

Small-group discussion:
1. What do you trust and why?
2. How does it extend your agency?

3. Examples of agential gullibility?
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Plan For Today

* How do we decide what to trust?
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3 Paths to Trust

1. Trust by Assumption: trust absent any clues to warrant it
1. Example: using unknown 3™ party library because deadline is approaching
2. Example: warnings from others about imminent danger (e.g. “look out for the car!”)

2. Trust by Inference: trust based on information, e.g. past performance,
characteristics, institutions
1. Example: trust in brands or affiliation (weaker)
2. Example: past performance (stronger)
3. Example: trust in prior versions of software

3. Trust by Substitution: trust by implementing system to partly replace the
need to trust something (“Plan B”)
1. E.g.setan alarm on a second device in case the alarm on your phone doesn’t work
2. E.g.using unique, fake per-app emails for login, in case your personal info is leaked

Paul B. de Laat: How can contributors to open-source communities be trusted? On the assumption, inference, and substitution of trust 21



Earning Trust

How do OSes try to earn our trust? Perhaps:

* Bug bounty / open security programs

* Reputation / track record

e Open-source software (code publicly available)
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Plan For Today

* Example: Linux
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* Around since 1991

e as of 2020, the Linux kernel had > 27.8M lines, > 66K files

e > 150,000 developers

* Widely used in devices (e.g. Android based on Linux), datacenters

Different groups with different angles of trust:
* Users

* App developers building apps for Linux users
* Linux developers working on Linux itself
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https://www.theregister.com/2020/01/06/linux_2020_kernel_systemd_code/

Users Trusting Linux

- Why: People use Linux-based tools to extend their agency
- Android smartphones
- 13.6% of servers
- Almost all supercomputers

- How trust emerges?

- Assumption
- “never thought about it”
- ”no other option”

- Inference
- open source, many eyes to detect and fix problems?
- previous use

- Substitution
- Redundant security protocols (e.g. strong password, isolate/encrypt sensitive files, antivirus)
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App Developers Trusting Linux

- Why: Standardization and tools of OS enable efficiency
- High cost to build and maintain new OS
- Familiar => lowers learning time developers

- How trust emerges?
- Assumption: rare

- Inference
- Used by other app developers (lots of stars on GitHub)
- trust Linus Torvalds

- Substitution
- code is open source (read it, fork it)

- Add “redundant” checks in code (ex: spurious wakeups)
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Linux Programmers Trusting Each

Other

- Why: No single person can build & maintain an OS. Need to extend agency to

others to support.

- How trust emerges?
- Assumption: rarely happens

- Inference
- Known in community
- Quality of previous code submissions

- Substitution
- Changes must be reviewed, accepted in layered process
- Decision making: Linus has final authority

‘I don'’t like the idea of
having developers do their own
updates in my kernel source
tree. (...)

‘there really aren’t that many
people that | trust enough to
give write permissions to the
kernel tree.”

— Linus Torvalds
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Agential Gullibility Example

Example of agential gullibility within Linux programmer community: a “Trojan
Horse” discovered in the Linux ssh program! Would have enabled attackers to gain
access to any Linux system. Caught by chance!

e Attack was in a package “xz” used for encryption; ssh developers trusted xz.
 Someone posed as a legitimate open source developer for multiple years.

* They began to express impatience with the xz lead maintainer for not
incorporating patches fast enough.

* Multiple other developers (probably also phonies) pressured the lead maintainer
to accept help from this attacker. Eventually they were given permission to merge
changes into xz.

e Attacker also submitted changes for OSS-Fuzz, which scans open-source packages
for malicious code; the change disabled a check that would have exposed the
Trojan Horse. 28



Trusting Software vs. Non-Software

Thought question: does our approach to trusting software differ from our
approach to trusting other things/services/products? If not, should it? If so,
how does it differ?

https://www.theatlantic.com/technology/archive/2015/11/programmers-
should-not-call-themselves-engineers/414271/
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https://www.theatlantic.com/technology/archive/2015/11/programmers-should-not-call-themselves-engineers/414271/
https://www.theatlantic.com/technology/archive/2015/11/programmers-should-not-call-themselves-engineers/414271/

AL CEVEVE

Trust is often required, powerful, and dangerous. Key design challenge is how
we design structures that enable us to substitute trust.

1. Trust amongst tech users, app developers, and system programmers is
intertwined

Trust is about extending agency, enabling “unquestioning attitude”
Trust emerges through assumption, inference, substitution
Can design ways to (partially) substitute need to trust

30



* Trust and Operating Systems Lecture 16 takeaway: Trust

* What is trust? IS often required, powerful,

* How do we decide what to trust? and dangerous. A key design

* Example: Linux challenge is how we design
structures that enable us to
substitute trust.

Next time: how does the OS run and
switch between threads? .
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