**Question Answering from text**

- An idea originating from the IR community
- With massive collections of full-text documents, simply finding relevant documents is of limited use: we want answers from textbases
- QA: give the user a (short) answer to their question, perhaps supported by evidence.
- The common person’s view? [From a novel]
  - “I like the Internet. Really, I do. Anytime I need a piece of shoeware or I want to find out the weather in Lagos . . . I’m the first guy to get the movies downloaded. But at a source of information, it ends. You get a billion pieces of data, struggling to be heard and turned and downloaded, and nothing I want to know I want to get trampled underfoot in the crowd.”

**Sample TREC questions**

2. What was the monetary value of the Nobel Peace Prize in 1989?
3. What does the Peugeot company manufacture?
4. How much did Mercury spend on advertising in 1993?
5. What is the name of the managing director of Apricot Computer?
6. Why did David Koresh ask the FBI for a word processor?
7. What debts did Qintex group leave?
8. What is the name of the rare neurological disease with symptoms such as: involuntary movements (tics), swearing, and incoherent vocalizations (grunts, shouts, etc.)?

**People want to ask questions...**

Examples from AltaVista query log (late 1990s)
- who invented surf music?
- how to make the inner core of a bomb
- where are the snowden's of yesterday?
- which English translation of the Bible is used in official Catholic liturgies?
- how to do a year
- how to copy a car
- how tall is the Eiffel tower?

Examples from Excite query log (12/1999)
- how can I find someone in Texas?
- where can I find information on Puritan religion?
- what are the 7 wonders of the world?
- how can I get stress free?
- What vacuum cleaner does Consumer Guide recommend?

Around 10% of query logs seem to be a focus of new MSN Search Product

**AskJeeves**

- AskJeeves is probably most hyped example of “Question answering”
- It largely does pattern matching to match your question to their own knowledge base of questions
- If that works, you get the human-curated answers to that known question
- If that fails, it falls back to regular web search
- A potentially interested middle ground, but a fairly weak shadow of real QA

**A Brief (Academic) History**

- Question answering is not a new research area
- Question answering systems can be found in many areas of NLP research, including:
  - Natural language database systems
    - A lot of early NLP work on these: e.g., LUNAR system
    - There’s still Microsoft English Query
  - Spoken dialog systems
    - Currently very active and commercially relevant
A Brief (Academic) History

- Focusing on open-domain QA is new focus
- MURAX (Kupiec 1993): Encyclopedia answers
- Hirschman: Reading comprehension tests
- TREC QA competition: 1999+

But not really new either: Simmons et al. 1965
- Take an encyclopedia and load it onto a computer.
- Perform simple information retrieval to get relevant texts, parse those into a logical form, match and rank
- Who do worms eat? Worms eat???
- Candidate
  - Worms eat grass
  - Grass is eaten by worms
  - Bird eats worms

Online QA Examples

- Examples
  - LCC: http://www.lancaster.ncl.ac.uk/sem/qa/question_answering.html
  - AnswerBus is an open-domain question answering system: www.answering.com
  - Ionaut: http://www.ionaut.com:8400/
- EasyAsk, AnswerLogic, AnswerFriend, Start, Quasm, Mulder, Webclopedia, ISI TextMap, etc.

Question Answering at TREC

- Question answering competition at TREC consists of answering a set of 500 fact-based questions, e.g., "When was Mozart born?"
- For the first three years systems were allowed to return 5 ranked answer snippets (50/250 bytes) to each question.
  - IR think
  - Mean Reciprocal Rank (MRR) scoring:
    - 1, 0.9, 0.85, 0.7, 0.6, 0 for 1, 2, 3, 4, 5, 6+ doc
  - Mainly Named Entity answers (person, place, date, ...)
- From 2002 the systems are only allowed to return a single exact answer and the notion of confidence has been introduced.
**The TREC Document Collection**

- The current collection uses news articles from the following sources:
  - AP newswire, 1998-2000
- In total there are 1,033,461 documents in the collection. 3GB of text.
- This is a lot of text to process entirely using advanced NLP techniques so the systems usually consist of an initial information retrieval phase followed by more advanced processing.
- Many supplement this text with use of the web, and other knowledge bases.

**Top Performing Systems**

- Currently the best performing systems at TREC can answer approximately 70% of the questions !!!
- Approaches and successes have varied a fair deal
  - Knowledge-rich approaches, using a vast array of NLP techniques stole the show in 2000, 2001
  - Notably Hanabagiu, Moldovan et al. - SMU/UTD/LLC
- AskMSR system stressed how much could be achieved by very simple methods with enough text (and now various copycats)
- Middle ground is to use large collection of surface matching patterns (ISL)

**AskMSR: Shallow approach**

- In what year did Abraham Lincoln die?
- Ignore hard documents and find easy ones

**AskMSR: Details**

1. **Question**
2. **Rewrite Query**
3. **<Search Engine>**
4. **Collect Summaries, Mine N-grams**
5. **N-Best Answers**

**Step 1: Rewrite queries**

- Intuition: The user's question is often syntactically quite close to sentences that contain the answer
  - Where is the Louvre Museum located?
  - The Louvre Museum is located in Paris
  - Who created the character of Scrooge?
  - Charles Dickens created the character of Scrooge.

**Query rewriting**

- Classify question into seven categories
  - Who is/are/where...
  - What is/are/were...
  - Where is/are/were...
  - Category-specific transformation rules
    a. For 'Where questions, move 'is' to all possible locations':
       "Where is the Louvre Museum located?
       "The Louvre Museum is located"
       "Who created the character of Scrooge?"
    b. Expected answer "Datatype" (eg. Date, Person, Location, ...
    When was the French Revolution? DATE

- Hand-crafted classification/rewrite/datatype rules (Could they be automatically learned?)
Query Rewriting – weights

- One wrinkle: Some query rewrites are more reliable than others
  - Where is the Louvre Museum located?
  - Weight 1: Lots of non-answers could come back too
  - Weight 5: if we get a match, it’s probably right
  - “the Louvre Museum is located”
  - +Louvre +Museum +located

Step 2: Query search engine

- Send all rewrites to a Web search engine
- Retrieve top N answers (100?)
- For speed, rely just on search engine’s “snippets”, not the full text of the actual document

Step 3: Mining N-Grams

- Unigram, bigram, trigram, … N-gram: list of N adjacent terms in a sequence
  - Unigrams: Web, Question, Answering, Is, More, Always, Better
  - Bigrams: Web Question, Question Answering, Answering Is, Is More, More Always, Always Better

Mining N-Grams

- Simple: Enumerate all N-grams (N=1, 2, 3 say) in all retrieved snippets
  - Use hash table and other fancy forework to make this efficient
  - Weight of an n-gram: occurrence count, each weighted by “reliability” (weight) of rewrite that fetched the document
  - Example: “Who created the character of Scrooge?”
    - Dickens – 117
    - Christmas Carol – 78
    - Charles Dickens – 75
    - Disney – 72
    - Carl Banks – 54
    - A Christmas – 41
    - Christmas Carol – 45
    - Uncle – 31

Step 4: Filtering N-Grams

- Each question type is associated with one or more “data-type filters” – regular expression
  - When…
  - Where…
  - What…
  - Who…
  - Date
  - Location
  - Person
  - Boost score of n-grams that do match regex
  - Lower score of n-grams that don’t match regex
  - Details omitted from paper…

Step 5: Tiling the Answers

- Scores
  - 20: Charles Dickens
  - 15: Dickens
  - 10: Mr Charles

- Merged, discard old n-grams

- Score 45: Mr Charles Dickens

- Repeat, until no more overlap
Results

- Standard TREC contest test-bed:
  ~1M documents; 900 questions
- Technique doesn’t do too well (though would have placed in top 9 of ~30 participants)
  - MRR = 0.262 (ie, right answered ranked about #4-#5 on average)
  - Why? Because it relies on the enormity of the Web!
- Using the Web as a whole, not just TREC’s 1M documents... MRR = 0.42 (ie, on average, right answer is ranked about #2-#3)

Limitations

- In many scenarios (e.g., monitoring an individuals email...) we only have a small set of documents
- Works best only for “Trivial Pursuit”-style fact-based questions
- Limited/brittle repertoire of
  - question categories
  - answer data types/filters
  - query rewriting rules

Full NLP QA
LCC: Harabagiu, Moldovan et al.

Value from sophisticated NLP - Pasca and Harabagiu (2001)

- Good IR is needed: SMART paragraph retrieval
- Large taxonomy of question types and expected answer types is crucial
- Statistical parser used to parse questions and relevant text for answers, and to build KB
- Query expansion loops (morphological, lexical synonyms, and semantic relations) important
- Answer ranking by simple ML method

Answer types in
State-of-the-art QA systems

Answer Types

- Of course, determining the answer type isn’t that easy...
  - Who questions can have organizations as answers
  - Who sells the most hybrid cars?
  - Which questions can have people as answers
  - Which president went to war with Mexico?
QA Typology (from ISI USC)

- Typology of typical Q forms—94 nodes (4.7 leaf nodes)
- Analyzed 17,384 questions (from answers.com)

Lexical Terms Extraction as input to Information Retrieval

- Questions approximated by sets of unrelated words (lexical terms)
- Similar to bag-of-word IR models; but choose nominal non-stop words and verbs

<table>
<thead>
<tr>
<th>Question (from TREC QA track)</th>
<th>Lexical terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q001: What was the monetary value of the Nobel Peace Prize in 1988?</td>
<td>monetry, value, Nobel, Peace, Price</td>
</tr>
<tr>
<td>Q003: What does the Frost company manufacture?</td>
<td>Frost, company, manufacture</td>
</tr>
<tr>
<td>Q004: How much did Mercury spend on advertising in 1993?</td>
<td>Mercury, spend, advertising, 1993</td>
</tr>
</tbody>
</table>

Keyword Selection Algorithm

1. Select all non-stopwords in quotations
2. Select all NNP words in recognized named entities
3. Select all complex nominals with their adjectival modifiers
4. Select all other complex nominals
5. Select all nouns with adjectival modifiers
6. Select all other nouns
7. Select all verbs
8. Select the answer type word

Passage Extraction Loop

- Passage Extraction Component
  - Extracts passages that contain all selected keywords
  - Passage size dynamic
  - Start position dynamic
- Passage quality and keyword adjustment
  - In the first iteration use the first 6 keyword selection heuristics
  - If the number of passages is lower than a threshold → query is too strict → drop a keyword
  - If the number of passages is higher than a threshold → query is too relaxed → add a keyword

Passage Scoring

- Passage ordering is performed using a sort that involves three scores:
  - The number of words from the question that are recognized in the same sequence in the window
  - The number of words that separate the most distant keywords in the window
  - The number of unmatched keywords in the window

Rank candidate answers in retrieved passages

Q066: Name the first private citizen to fly in space.

- Answer type: Person
- Text passage:
  "Among them was Christo McAuliffe, the first private citizen to fly in space. Karen Allen, best known for her starring role in "Raiders of the Last Ark", plays McAuliffe. Brian Kerwin is featured as shuttle pilot Mike Smith."
- Best candidate answer: Christo McAuliffe
Extracting Answers for Factoid Questions: NER!

- In TREC 2003 the LCC QA system extracted 280 correct answers for factoid questions.
- The Name Entity Recognizer was responsible for 234 of them.

<table>
<thead>
<tr>
<th>Category</th>
<th>Correct Entities</th>
<th>Total</th>
<th>QA System</th>
</tr>
</thead>
<tbody>
<tr>
<td>Person</td>
<td>15</td>
<td>15</td>
<td>3</td>
</tr>
<tr>
<td>Location</td>
<td>45</td>
<td>45</td>
<td>4</td>
</tr>
<tr>
<td>Organization</td>
<td>15</td>
<td>15</td>
<td>2</td>
</tr>
<tr>
<td>Event</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Time</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Number</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Date</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Symbol</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Other</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

NE-driven QA

- The results of the past 5 TREC evaluations of QA systems indicate that current state-of-the-art QA is determined by the recognition of Named Entities:
  - Precision of recognition
  - Coverage of name classes
  - Mapping into concept hierarchies
  - Participation into semantic relations (e.g., predicate-argument structures or frame semantics)

Special Case of Names

Questions asking for names of authored works

1. What is the play "West Side Story" based on?
   Answer: Romeo and Juliet

2. What is the motto for the Boy Scouts?
   Answer: Be Prepared

3. Who won the Academy Award for best picture in 1989?
   Answer: Driving Miss Daisy

4. What is the movie that started WWII?
   Answer: Vitalist

5. What American landmark stands on Liberty Island?
   Answer: Statue of Liberty

Concept Taxonomies

- For 29% of questions the LCC QA system relied on an off-line taxonomy with semantic classes such as:
  - Disease
  - Drugs
  - Colors
  - Insects
  - Games
- The majority of these semantic classes are also associated with patterns that enable their identification

Semantics and Reasoning for QA: Predicate-argument structure

- Q336: When was Microsoft established?
- This question is difficult because Microsoft tends to establish lots of things...
  Microsoft plans to establish manufacturing partnerships in Brazil and Mexico in [year].

- Need to be able to detect sentences in which "Microsoft" is object of "establish" or close synonyms.
- Matching sentence:
  Microsoft Corp was founded in the US in 1975, incorporated in 1980, and established in the UK in 1981.

- Requires analysis of sentence syntax/semantics!

Semantics and Reasoning for QA: Syntax to Logical Forms

- Syntactic analysis plus semantic → logical form
- Mapping of question and potential answer LF to find the best match
Abductive inference

- System attempts inference to justify an answer (often following lexical chains)
- Their inference is a kind of funny middle ground between logic and pattern matching
- But very effective: 30% improvement
- Q: When was the internal combustion engine invented?
- A: The first internal-combustion engine was built in 1867.
- invent → create Mentally → create → build

Question Answering Example

- How hot does the inside of an active volcano get?
- get(TEMPERATURE, inside(volcano(active)));
- "lava fragments belched out of the mountain were as hot as 300 degrees Fahrenheit"
- fragments(lava, TEMPERATURE(degrees(300)), belched(out, mountain))
- volcano ISA mountain
- lava ISPARTOF volcano
- lava inside volcano
- fragments of lava HAVEPROPERTIESOF lava
- The needed semantic information is in WordNet definitions, and was successfully translated into a form that was used for rough 'proofs'

The Architecture of LCC’s QA System circa 2003

Not all problems are solved yet!

- Where do lobsters like to live?
  - on a Canadian airline
- Where are zebras most likely found?
  - near dumps
  - in the dictionary
- Why can't ostriches fly?
  - Because of American economic sanctions
- What is the population of Mexico?
  - Three
- What can trigger an allergic reaction?
  - something that can trigger an allergic reaction
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