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## An example: before binarization...











## Two deficiencies of basic binarization (1/2)

1. PCFG independence assumption

- Often too strong.
- Example: the expansion of an NP is highly dependent on the parent of the NP (i.e., subjects vs. objects).

- Can be solved by "vertical markovization" (parent annotation)


## Vertical Markovization (v=2): Before...



## Vertical Markovization (v=2): After...



## Two deficiencies of basic binarization (2/2)

2. Many rules have been seen only once

- Sparseness
- We can make the horizontal markovization more forgetful.





## Some tips on Markovization

1. Vertical \& horizontal

- In the Stanford Parser, the order is: first do vertical markovization, and then horizontal markovization.

2. "unAnnotateTree" method

- Although the comment said the unannotation cuts at the leftmost,- , , or : character, but it actually cuts at '-' or '=".
- One solution: instead of "NP^S", use "NP-^S" or "NP=S"

3. Don't parent annotate POS tags.

- Can be useful as well. But you need to do some fancier smoothing to get it to work well, and leaving it out will keep your grammar more compact.



## CKY algorithm

```
function CKY(words, grammar) returns most probable parse/probability
    score = new double[#(words)+1][#(words)+][#(nonterms)]
    back = new Pair[#(words)+1][#(words)+1][#nonterms]]
    for i=0; i<#(words); i++
        for A in nonterms
            if A -> words[i] in grammar
                score[i][i+1][A] = P(A -> words[i])
        //handle unaries
        boolean added = true
        while added
            added = false
            for A, B in nonterms
            if score[i][i+1][B] > 0 && A->B in grammar
                prob = P(A->B)*score[i][i+1][B]
                if(prob > score[i][i+1][A])
                    score[i][i+1][A] = prob
                    back[i][i+1] [A] = B
                    added = true
```

```
for span = 2 to #(words)
    for begin = 0 to #(words)- span
        end = begin + span
        for split = begin+1 to end-1
            for A,B,C in nonterms
            prob=score[begin][split][B]*score[split][end][C]*P(A->BC)
            if(prob > score[begin][end][A])
                score[begin]end][A] = prob
                back[begin][end][A] = new Triple(split,B,C)
        //handle unaries
        boolean addes = true
        while added
            added = false
            for A, B in nonterms
                prob = P(A->B)*score[begin][end][B];
                if(prob > score[begin][end] [A])
                        score[begin][end] [A] = prob
                        back[begin][end] [A] = B
                        added = true
return buildTree(score, back)
```






|  | cats | scratch | walls | with | 4 claws |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $\mathrm{N} \rightarrow$ cats <br> $\mathrm{P} \rightarrow$ cats <br> $\mathrm{V} \rightarrow$ cats <br> $N P \rightarrow N$ <br> $@ V P->V \rightarrow N P$ <br> $@ P P->P \rightarrow N P$ |  |  |  |  |
|  |  | $\mathrm{N} \rightarrow$ scratch <br> $\mathrm{P} \rightarrow$ scratch <br> $\mathrm{V} \rightarrow$ scratch <br> $N P \rightarrow N$ <br> @VP->V $\rightarrow N P$ <br> $@ P P->P \rightarrow N P$ | $\begin{aligned} & \text { PP } \rightarrow \text { P @PP->-P } \\ & \text { VP } \rightarrow \text { V @VP->_V } \\ & \text { @S-> NP } \rightarrow V P \\ & @ N P->N P \rightarrow P P \\ & @ V P->-V \_N P \rightarrow P P \end{aligned}$ |  |  |
| 3 |  |  | $\mathrm{N} \rightarrow$ walls <br> $\mathrm{P} \rightarrow$ walls <br> $\mathrm{V} \rightarrow$ walls <br> $N P \rightarrow N$ <br> @VP->V $\rightarrow N P$ <br> $@ P P->P \rightarrow N P$ |  |  |
|  |  | // handle unaries |  | $\mathrm{N} \rightarrow$ with <br> $\mathrm{P} \rightarrow$ with <br> $\mathrm{V} \rightarrow$ with <br> $N P \rightarrow N$ <br> @VP->V $\rightarrow N P$ <br> $@ P P->P \rightarrow N P$ | $\begin{aligned} & \text { PP } \rightarrow P \text { P @PP->_P } \\ & \text { VP } \rightarrow V @ V P->-V \\ & @ S->-N P \rightarrow V P \\ & @ N P->-N P \rightarrow P P \\ & @ V P->-V \_N P \rightarrow P P \end{aligned}$ |
| 4 5 |  |  |  |  | $\mathrm{N} \rightarrow$ claws <br> $\mathrm{P} \rightarrow$ claws <br> $\mathrm{V} \rightarrow$ claws <br> $\mathrm{NP} \rightarrow \mathrm{N}$ <br> $@ V P->V \rightarrow N P$ <br> $@ P P->P \rightarrow N P$ |

.........


