CS224N, Winter 2017
Practice Midterm #2

Note: This practice midterm is based on the CS224D midterm given in Spring 2016. While
the CS224N Midterm might cover additional topics, this midterm should give you a good idea
of what to expect.

1 TensorFlow and Backpropagation

A TensorFlow computation is described by a directed graph. Fig. 1 shows a typical Ten-
sorFlow computation graph. In the graph, each node has zero or more inputs and outputs.
For example, the MatMul node in the left bottom has inputs W and x and it outputs Wx.
Tensors (arbitrary dimensionality arrays such as vectors or matrices) flow along the edge of
graph, e.g. the output of MatMul is fed into Add.
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Figure 1: TensorFlow graph

The left part of the figure represents the computation graph of forward propagation. The
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computation it represents is:

h = ReLU(Wx + by)
y = softmax(Uh + ba)

J = CE(y,9) = }:yﬂogm

Here ReLLU (rectified linear unit) performs element-wise rectified linear function:

ReLU(z) = max(z,0)
The dimensions of the matrices are:

W eR™" xecR" by e R" UeRM™ by, ecRF

1) (8 points) Use backpropagation to calculate these four gradients
[ V)
Obs ou Ob, oW

Hint: You can use the following notation:

1 ifx>0,

1Q>OLZL)ﬁx<o

Using it on a matriz would perform an element-wise operation, e.gq.

s o= Y
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2) The right part of the figure represents the computation graph of backpropagation. Each
gradient operation node in this part (e.g. dMatMul) takes as input not only the partial
gradients computed already along the backpropagation path, but also, optionally, the inputs
and outputs of the corresponding operation node in the forward propagation to calculate
gradients. Here, the MatMul node in the bottom left corresponds to dMatMul node in the
bottom right, and the ReL U node corresponds to the dReLU node. Briefly explain why the
corresponding inputs and/or outputs of the forward operation node are sometimes needed
when backpropagating to calculate gradient. Give an example for each case.

(1 point) Explanation:

(i) (2 points) Case 1: The input of the corresponding operation node is needed

(ii) (2 points) Case 2: The output of the corresponding operation node is needed

3) (2 points) The CE node (softmax cross-entropy) in the graph expects unscaled inputs
(they are not yet exponentiated), since it performs a softmax internally for efficiency. Give
a reason why this is more efficient than a separate softmax and cross-entropy layer.
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2 Word2Vec

1) Recall the loss function for GloVe:

woow
J(0) = % > F(Py) vy — log Pyy)
i=1 j=1
where Pj; (a scalar) is the probability that word j appears in the context of word 4,
f R — R is a function that gives a weight to each (7, j) pair based on its probability P;;,
u; is a column vector of shape (d x 1) representing the output vector for word ¢, and
v; is a column vector of shape (d x 1) representing the input vector for word j

(i) (2 points)a ]((3alculate the gradient of the loss function with respect to input and output

0) and 0J(8)

vectors: Du; v, -

(ii) (2 points) Show what the function f(x) looks like by drawing it.
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(iii) (2 points) Explain in one or two sentences why should f(x) have the form that you
have drawn.

(iv) (2 points) Give one advantage of GloVe over Skipgram/CBOW models.

2) (2 points) What are two ways practitioners deal with having two different sets of word
vectors U and V at the end of training both Glove and word2vec?
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3 DeepNLP in Practice

You are consulting for a healthcare company. They provide you with clinical notes of the first
encounter that each patient had with their doctor regarding a particular medical episode.
There are a total of 12 million patients and clinical notes. Figure 2 shows a sample clinical
note. At the time that each clinical note was written, the underlying illnesses associated with
the medical episode were unknown to the doctor. The company provides you with the true
set of illnesses associated with each medical episode and asks you to build a model that can
infer these underlying illnesses using only the current clinical note and all previous clinical
notes belonging to the patient. The set of notes provided to you span 10 years; each patient
therefore can have multiple clinical notes (medical episodes) in that period.

History

ROS: no change in bowel/urinary habits

Meds: no Rx or OTC.

All: NKDA.

FH: mother - schizophrenia

PMH: asthma, good control. No surgeries, traumas or hospital.

SxH: sex. active with multiple F and M partners, inconsistent use of condoms, no h/o STDs

Physical Examination

Pt is in NAD. Speech fluent, talkative, mood euphoric, affect c/w mood,
behavior inappropriate. Cooperative. Appearance disheveled.

VS: WNL

HEENT: EOMI, PERRLA.

Neck: NL Thyroid Gland

Figure 2: Sample clinical note (source USMLE)

Each note can contain any number of tokens (see Figure 2). Some tokens (e.g. ”Meds”)
occur more frequently than others in the collection of notes provided to you.

You call your former CS224D TA for advice. He tells you to first create a distributed
representation of each patient note by combining the distributed representations of the words
contained in the note.

1) (2 points) Given the sample note provided in Figure 2, how would you map the various
tokens into a distributed vector representation?
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2) (2 points) You have the option of representing each note as the summation of its con-
stituent word vectors or as the average of its word vectors. Both seem reasonable. What’s
your best course of action? Briefly justify your selection.

3) (2 points) Your former TA tells you that you must normalize (magnitude-wise) your word-
vectors before you perform the operation you decided to do in 2). Assuming you might try
a standard neural network model, for which nonlinearities might that matter more?

4) (2 points) You now have a distributed representation of each patient note (note-vector).
You assume that a patient’s past medical history is informative of their current illness.
As such, you apply a recurrent neural network to predict the current illness based on the
patient’s current and previous note-vectors. Explain why a recurrent neural network would
yield better results than a feed-forward network in which your input is the summation (or
average) of past and current note-vectors?
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5) (2 points) A patient may have any number of illnesses from a list of 70,000 known medical
illnesses. The output of your recurrent neural network will therefore be a vector with 70,000
elements. Each element in this output vector represents the probability that the patient has
the illness that maps to that particular element. Your former TA tells you that illnesses
are not mutually exclusive i.e. having one illness does not preclude you from having any
other illnesses. Given this insight, is it better to have a sigmoid non-linearity or a softmax
non-linearity as your output unit? Why?

6) (4 points) You try to figure out a better way to reduce the training and testing time of
your model. You perform a run time analysis and observe that the computational bottle-
neck is in your output unit: the number of target illnesses is too high. Your former TA
tells you that each illness in the list of 70,000 illnesses belongs to one of 300 classes (e.g. a
migraine belongs to the neurological disorder class). He shares with you a dictionary which
maps each illness to its corresponding class. How can you use this information to reduce
the time complexity of your model? Include your forward propagation equations in your
answer.
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7) (2 points) Your model now trains (and predicts) several times faster. You achieve a
precision score of 72% on positive cases (true positives) and a precision score of 68% on
negative cases (true negatives). Confident with your initial results, you decide to make a
more complex model. You implement a bidirectional deep recurrent neural network over
the chronologically ordered patient note-vectors. Your new results are stellar. Your positive
precision is 95% and your negative precision is 92%. You boast to your TA that you have
built an Al doctor. You coin the name Dr. Al for your model. Unfortunately, your TA tells
you that you have made a mistake. What is the mistake?

8) (2 points) Which level(s) of the linguistic hierarchy were you tackling here?
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4 LSTMs, GRUs, and Recursive Networks

1) Problematic Gradients

(a) (3 points) suffer(s) from the vanishing gradient problem. Circle all that apply
and JUSTIFY YOUR ANSWER.

(i) 1-Layer Feed-forward NN (i.e., the NN from problem set 1)
(ii) Very Deep Feed-forward NN
(iii) Recurrent NN
(iv) Word2vec CBOW
(v) Word2vec Skip-Gram

Circle True/False for the following and briefly JUSTIFY YOUR ANSWER:

(b) (2 points) (True/False) Adding more hidden layers will solve the vanishing gradient
problem for a 2 layer neural network.

(¢) (2 points) (True/False) Adding L2-regularization will help with vanishing gradients.

(d) (2 points) (True/False) Clipping the gradient (cutting off at a threshold) will solve the
exploding gradients problem.



CS 224N Practice Midterm #2 - Page 11 of 16 02/06/2017

2) Here are the defining equations for a LSTM cell.

It =0 (W(i)xt + U(i)ht_l)
fi=o0 (W(f):pt + U(f)ht_l)

0p =0 (W(O).Cﬁt + U(O)ht_l)

¢ = tanh (W9, + Uy,
¢t = froci1+i0¢

hy = o4 o tanh (¢;)

Recall that o denotes element-wise multiplication and that ¢ denotes the sigmoid func-
tion.

Circle True/False for the following and briefly JUSTIFY YOUR ANSWER:
(a) (2 points) (True/False) If x; is the 0 vector, then h; = hy_;.

(b) (2 points) (True/False) If f; is very small or zero, then error will not be back-propagated
to earlier time steps.

(c) (2 points) (True/False) The entries of f;,i;, 0; are non-negative.

(d) (2 points) (True/False) f,1;,0; can be viewed as probability distributions. (i.e., their
entries are non-negative and their entries sum to 1.)
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3) (3 points) Here are the defining equations for a GRU cell.

Zt = 0 (W(Z)It + U(z)ht_l)
Tt =0 (W(T):Et + U(T)ht_l)

h/t = tanh (WCCt + 70 Uh/t—l)
ht:ZtOht_l‘i‘(]._Zt)OH;

Recall that o denotes element-wise multiplication and that o denotes the sigmoid function.
h; and z; are column vectors. Assume that the h; are of dimension d;, and that the z; are of
dimensions d,. What are the dimensions of W& U W UM W, and U? Define clearly

which numbers are rows and columns.
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4) (3 points) Fig. 3 illustrates a deep recurrent network. Assume that each circle in this
model denotes a GRU-cell (as in the previous question). Assume that GRU parameters are
shared for each layer in the deep RNN.

- Yt Yt Yi+1 - - -

+ Li-1 Ty Tpp1 -

Figure 3: Deep RNN

Let Wi(z), UZ-(Z), VVZ-(T), Ui(r), W;, U; denote the parameters for the i-th hidden layer (the hi nodes
above). Assume that z; is of dimension d, and that the hi are of dimension d;. What are
the dimensions for W\, U, Wi, UL, W,, and Uy (note that these should not all be the
same as those for the previous answer). Hint: the output of a lower level’s cell becomes the
input to the next higher layer.
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5 Hyper-Parameter Tuning

1) (2 points) In our objective functions, we usually regularize the weight parameters of the
softmax but not its biases. Explain why.

2) (3 points) In 2-3 short sentences, describe why we initialize the weights in our model to be
i)small and ii)random numbers. Hint: Think of the softmax and tanh nonlinearities.
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3) Your training error and cost are high and your validation cost and error are almost equal
to it. Answer the following questions:

(i) (2 points) What does this mean for your model?

(ii) (1 point) What actions would you take?

fa+h)—f(z—h) (z+h)—f(z)
2h h

4) (3 points) Explain why we use and not £ to estimate the numerical

gradient of f. Remember that for a smooth function, f : R — R, its Taylor series expanded
[ (a) (z=a)"

around a is Y >~ -
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Use this page for scratch work.



