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Abstract

Machine reading comprehension involves answering a question or query about
a context paragraph. To accomplish this task, the system needs to model com-
plex interactions between the query and the context paragraph. We reimplement a
modified version of the Bidirectional Attention Flow model and augment it with
a simplified self-attention layer, along with a few other minor changes for making
predictions. This model achieved 74.779% F1 and 64.002% EM on the dev set
and 75.137% F1 and 64.901% EM on the test set.

1 Introduction

Recent end-to-end deep neural network research and development has been successful in specific
Natural Language Processing tasks; however, researchers are still exploring possible solutions for
reading comprehension and question answering tasks. Machine reading comprehension involves
answering a question or query about a context paragraph. To accomplish this task, the system needs
to model complex interactions between the query and the context paragraph, such as coreference
resolution, commonsense reasoning, and causal relations [4].

In this paper, we train several models on the Stanford Question Answering Dataset (SQuAD) [5].
We reimplement a modified version of the Bidirectional Attention Flow model and augment it with
a simplified self-attention layer, along with a few other minor changes for making predictions.

2 Background/Related Work

The best performing models on the SQuAD leaderboard [7] makes use of some attention mechanism.
Attention allows a model to focus on the most relevant subset of the context paragraph and the most
relevant subset of a question in order to give a better answer.

One top performing model is the Bidirectional Attention Flow model (BiDAF) [1], a hierarchical
multi-stage attention mechanism. BiDAF uses a bidirectional attention flow mechanism to obtain a
query-aware representation of the context and a context-aware representation of the query.

Another top performing model is R-net, which uses gated attention-based recurrent networks to
obtain query-aware representation of the context and a self-attention mechanism to refine the context
representation again itself [2]. The self-attention layer allows the model to encode information from
the whole context.

Our model structures are taken and modified from these previous works done on the SQuAD dataset.
We further discuss these modified structures in section 3.
























