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Abstract

Machine Comprehension (MC) and Question answering (QA) are difficult Natu-
ral Language Processing (NLP) task which have attracted ever increasing inter-
est in recent years with the release of the Stanford Question Answering Dataset
(SQuAD) [3]. This paper presents an end-to-end neural architecture for the QA
problem on SQuAD, adopting techniques of Coattention Encoder by Xiong et al.
[1], Answer Pointer Network by Wang et al. [2], and the idea of smart span. The
architecture consists of a coattention encoder that encodes the passage and ques-
tion words into mutually-aware representations, and an answer pointer decoder
that decodes the encoded representation and predicts the answer span. With the
smart span technique, the best single model achieves an F1 score of 71.42 and EM
score of 59.62 on SQuUAD development set.

1 Introduction

The question answering task is our setting is that given a question/query and a context/passage, we
are required to predict an answer using an excerpt from the given passage. This kind of problems
have seen vast real world applications such as online customer service, knowledge base querying and
so on. The SQuAD dataset was built for exactly such problems and numerous deep neural network
models have been proposed for tackling it. The dataset consists of 100k context-question-answer
triples collected from Wikipedia articles. The goal is to construct a model to predict the start and
end position of the answer excerpt since the answer excerpt must come from the original context.

Like in many other NLP problems, the key to a successful model is to have some attention mech-
anism to focus the question on a particular portion of the context and vice versa. There have been
many high-performance attention mechanisms proposed for the SQuAD, and our model adopts the
Coattention Encoder by Xiong et al. [1]. The pointer technique is similar to attention in that it directs
the attention of the model to some specific locations of the words, filtering irrelevant information
and producing better performance. The decoder part of the proposed model is a modified version
of the Answer pointer architecture proposed in [2]. Finally, after analyzing the data examples, a
technique to produce the answer span, called ”smart span” is proposed to better predict the answer
location.

The rest of the paper is organized as follows: Section 2 will introduce the background of the problem
and related works; Section 3 presents the architecture of the proposed model; Section 4 presents the
experiment details, the results and error analysis; Section 5 gives a short conclusion and reflection,
and some future ideas for improvement.





















