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Abstract

This paper aims to predict depression given a Twitter user’s tweet(s). We create
our own dataset by scraping tweets off various Twitter pages, and label them with
the aid of the polarity score generated from Textblob’s python package. Then, we
construct several deep learning models (RNN, GRU, and CNN) to generate predic-
tions on this dataset. For these models, we examine the effects of character-based
vs. word-based models, and pretrained embeddings vs. learned embeddings. We
find that the best-performing models are word-based GRU, with 98% accuracy,
and word-based CNN, with 97 % accuracy.

1 Introduction

1.1 Motivation

Analyzing the content of Tweets has become an increasingly more popular method to understand
and make predictions about human social behaviors. Given the frequency with which Twitter is
used by the broad population, it is a very rich source of data that can be used to analyze a variety
of these behaviors. For this project, we chose to focus our efforts on how apparent is it from an
individual’s Tweets that they are suffering from depression. Depression is a significant subject of
interest since it is a mental illness that adversely affects a large part of the world population (350
million people worldwide), and is often associated with other mental disorders. Depression itself
is a multi-faceted illness, and therefore it affects different people in different ways and to different
extents.

Detecting depression through NLP is a more convoluted task than simple sentiment analysis,
since the labels “not-depressed/depressed” cannot be equated with the labels “happy/sad”. Further-
more, indications of depression in tweets are often subtle, and thus not immediately obvious to the
human reader. These subtle indications, however, may be reflected in the nuances of someone’s
language, which we predict can be captured by a variety of deep learning methods. By using a wide
set of examples, along with state-of-the-art NLP techniques, we hope to create a robust model that
is sensitive to the variations of depression on an individual basis.

The findings of this project will be useful in predicting depression in individuals, even if
they are unwilling to discuss their issues with a professional. Health professionals will be more
aware of which specific demographics are more affected by depression, and potentially create
depression awareness/prevention messages to help those demographics.

1.2 Problem Definition

Our project aims to do the following:

e Generate labeled tweets dataset from scratch



























