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Abstract

We build multiple model architectures using basic building blocks such as GRUs,
attention layers and fully connected layers. We study the impact of the different
building blocks and observe which additions contributes significantly and which
do not. We also explore adding another term in the objective function which mim-
ics a language model to see if it helps convergence or improves the performance.
Lastly we visualize the attention outputs to get a better insight into the internal
workings of the model.

1 Introduction

Natural Language processing has made huge progress ever since it started using deep learning to
build end to end models. As with all areas that use deep learning, the key is the availability of
large high quality datasets. The Stanford Question Answering Dataset (SQuAD) by Rajpurkar et al.
(2016) [1] has proven to be vital for progress in question answering. Research in the area has led
to the identification of a few key primitives which have proven to be useful building blocks to build
models. These primitives such as RNNs( LSTM, GRU), Attention, Self-Attention, Pointer Sentinel
etc. if combined the right way can produce high performing models.

We explore each of these building blocks and determine when they are useful, by progressively
building a model architecture and observing what works and what does not. Thus the final archi-
tecture is a product of a greedy search over adding these building blocks. We also explore a simple
technique to incorporate language modeling as another term in the objective and whether that helps
model convergence or performance.

2 Background

Many successful approaches have been developed to build an architecture for question answering.
Most involve some type of RNN as the first layer. These can range from a simple vanilla RNN all
the way to to bidirectional LSTM. The problem with RNNs is the vanishing gradient problem, as a
solution to this and other problems, the next layer usually involves attention. For the case of question
answering, we can have the question hidden states attending to the context hidden states and vice
versa (BiDAF [2]). We can have more attention layers over this (as in coattention models [3]) or
feed it into another RNN ( as in R-Net [4] ). Instead of computing attention between question and
context, self-attention[4] can also be used.

3 Approach

Our approach was to abstract out the primitives from the methods discussed in the previous section
and build a model step by step.





















