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Abstract

We developed a machine learning agent that answers questions about a short pas-
sage of text. We implemented a variation of the Bi-Directional Attention Flow
model and were able to achieve single model performance within 2% of the origi-
nal model (dev set 75.84% F1 and 66.23% EM). We found that, while most of
the performance improvements came from adding additional RNN layers, the
question-to-context attention led to additional improvements. Analysis of the
question-to-context attention showed that it generally attended to words near the
correct answer, that appear in the question, and that are the subject of their sen-
tence.

1 Introduction

In this project, we develop a machine learning algorithm to answer questions similar to, albeit much
simpler than, those you might expect to see in an SAT Critical Reading test. Specifically, we address
the task of question answering, in which one is given a short passage and an associated question
and asked to find the answer to the question in the text. Question answering is a difficult problem
because it requires the agent to jointly consider the question and answer, both of which are expressed
in unstructured natural language. How to encode dependencies between the question and context
passage is the foremost challenge in question answering.

For many natural language modeling tasks, the state-of-the-art models are recurrent neural networks
(RNNs) [1], a class of models that take an ordered series of inputs and model the data by main-
taining a “hidden state” which is passed forwards through the series and updated as each new data
point is encountered. In theory, these models could capture dependencies between the question and
answer by encoding all relevant information about the question and answer in their hidden states
and directly answering the question from there. However, despite representing a major advance over
other methods, they still struggle to retain information in their hidden states over long distances,
precluding such trivial solutions.

In end-to-end, deep learning systems, the dependencies between questions and answers are most
commonly addressed through “attention-layers”. These layers provide direct connections between
similar parts of the question and context passage. Specifically, a standard attention layer combines
each context hidden state with a weighted average of question hidden states. In this way, they inform
each part of the context about relevant characteristics of the question, preventing the entirety of the
question and answer from needing to be encoded in a single hidden state. Attention mechanisms
principally differ by how they quantify similarity between the question and context (many of which
allow the model to learn a similarity function). In this paper, we explore the performance of various
attention layers in the context of question answering. Additionally, we explore the effects of two
non-standard attention mechanisms: self-attention and question-to-context attention.
























