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Abstract

For our CS224N final project, we tackled the problem of question and answering
using the SQuAD dataset as an evaluation of our model. We reimplemented the
modeling layer and attention layer from the BiDAF paper as well as incorporated
manual features inspired by the DrQA paper. We then experimented with different
hyperparameters such as higher dropout rates and learning rates. In the end, on the
dev set, we achieved an F1 score of 74.4 and an EM score of 63.7.

1 Background/Related Work

Machine Comprehension is an important research topic in natural language processing that has seen
great progress in recent years. Machine Comprehension refers to a computer’s ability to find answers
to questions about a given text. Specifically, answers to questions are found as substrings of the given
context. To facilitate Machine Comprehension research, the Stanford Question Answering Dataset
(SQuAD) was created and released and released to the public. SQuUAD is a dataset consisting of
100,000+ question-answer pairs on 500+ articles[1] . Additionally, there is a SQuAD leaderboard
anyone can submit to track each models’ performance. Attention mechanisms have proved remark-
ably effective in the Machine Comprehension task. The state of the art models have just recently
surpassed human performance in the exact match metric using new techniques such as Attention over
Attention[2] . In this paper we created our own trained model using the SQuAD dataset for training
and evaluation and compared our results to the current state of the art models.

2 Task Definition

Given a context paragraph and a question, our task is to find a substring of the context paragraph that
best answers the question. More formally, we define a sequence of words of length M for the context
paragraph as C' = {ci, ¢a, ..., ¢pr } and a sequence of words of length N for the question as ) =
{41, 92, ---,qn }. Our model attempts to approximate a function that takes in a context, question pair
and outputs a range within the context, f : (C, Q) — (abegin, Gend) Where 1 < apegin < dend < M.

3 Approach

3.1 Baseline

We started our experiments on the baseline provided by the starter code. The following is a
description of the baseline:

RNN Encoder Layer The baseline first converts the question and context tokens into GloVE[3]
word embeddings x1, x2, ..., zar and y1, Yo, ..., yn respectively. We then feed these embeddings into





















