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Abstract

In this project, we apply several neural models to the problem of predicting whether a user will
respond to an email, given the text of the email. We extract email response information from the
Enron email dataset, and train three types of neural models: a two-layer LSTM, a CNN with max-
pooling over time, and a LSTM with an MLP attention layer. Our best model achieves an F1 score
of 87.2, outperforming our baselines and existing machine learning frameworks for the task.

1 Introduction

Despite its age, email remains one of the most popular online activities. Email is the primary communication channel
for talking across organizational boundaries, though in many ways it is outdated. Products like Google Inbox are
starting to bring intelligent recommendations and better organization to email. The advances in natural language
processing over the past four years have great potential for applications that improve email.

Towards creating a more intelligent email experience, this project seeks to create a neural network for the task of
predicting whether the recipient of an email will reply or forward it. Machine learning techniques have been
applied to the email reply prediction problem in the past, but there has been little work done on applying recent
advances in deep learning and neural networks to the problem.

2 Related Work

2.1 Email Reply Prediction

Here we present a brief survey of the existing literature on email reply prediction. Most studies use manually curated
email features and used simple, “conventional” machine learning models to perform classification.

In 2008, researchers at the University of Pennsylvania built a logistic regression classifier for the tasks of email
reply prediction and email attachment prediction [3]. They used sparse, high-dimensional email feature vectors with
bag-of-words and relational features. The study used a dataset of 3000 hand-labeled emails, and their model achieved
an F1 score of 0.67 for reply prediction and 0.66 for attachment prediction.

In 2017, researchers from Microsoft and UMass Amherst used a logistic regression classifier trained on curated
domain-specific features to predict whether a recipient will reply to an email and how long it will take to do so [10].
Their features included a bag-of-words text model, individual and pair-wise historical interactions, the time of day
at which the email was sent, and the job titles of the senders and recipients, among other features. They report an
AUROC of 0.72 for reply prediction and a classification accuracy of 42% for predicting response time from using an
AdaBoost ensemble model.

We have found one paper that applies neural models to the task of email reply prediction. This paper was a 2015
CS224D project, by Louis Eugene and Isaac Caswell [4]. They trained an LSTM and a Convolutional Neural Net
























