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Abstract

Question answering is one of active areas in Artificial Intelligence (AI) research. It is a
framework which concerns on how to build models that can extract an answer for a certain
query on a context of paragraph. To tackle this challenge with the SQaUD dataset [1], I built
deep recurrent neural networks combined with bidirectional attention flow and self-attention
method. The single model achieved EM 66.11%, and F1 76. 302% on the dev set, and EM
67.481%, and F1 77.176% on the test set. The deep recurrent neural networks with attention
mechanism showed very promising result on the question answering tasks on the dataset.

1 Introduction

Ever increasing amount of data triggered automatic machine comprehension models to be an active research topic.
Because of its practical attributes, many eminent researchers have been investigated various methods for building
powerful automatic question-answering models. Among many available approaches, recently, combining deep
network structures and recurrent neural network frame works have shown promising results in real-world machine
comprehension tasks. Especially, end-to-end deep recurrent networks can capture the information a query looking for
from a passage, and can give reliable inference. However, these deep neural networks require huge amount of qualified
training data, and the lack of training data made the task be challenging. To mitigate this problem, several datasets
were publically distributed, and among them, the Stanford Question Answering Dataset (SQaUD) has been widely
used for building question answering models because of its large number of question-answer pairs on Wikipedia
articles. Recently, the deep neural networks trained on this dataset outperformed the human performance on
comprehension.

Inspired by the successful results above, I aim to develop a novel question answering model trained on the
SQuAD. This project was focused on tacking the question answering task with deep neural networks, especially,
deep recurrent neural networks, and my implementation and empirical results of different deep recurrent neural
networks applied to the SQaUD. I also compare the characteristics of network structures with different attention
mechanisms, and different optimization objectives.

2 Related Work

The SQuAD has been actively used for developing a novel automatic question-answering model by lots of researchers.
With sufficiently large amount of data, it has leaded the prosper of deep recurrent neural networks on this reading
comprehension task.

Combining with the deep recurrent neural networks, the coattention mechanism [11] has been widely used, and
contributed to the development of human-level machine comprehension models more recently. Comparing with the
traditional attention mechanisms, the coattention is obtained by simultaneously considering all pairs of encoded
information from both context words and question words, and this complex alignment allows a model to capture
complex relationship between a query and a context paragraph.





















