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Abstract

Question answering is one of the core challenges in natural language processing.
Efforts to improve question answering models have been aided by both the recent
trend towards using deep neural networks and the release of extensive datasets
such as SQuAD. SQuAD serves as a benchmark for reading comprehension: given
a paragraph and a question about that paragraph, can a system ’understand’ the
text and provide a correct answer? In this paper, we present a neural network
model that incorporates state-of-the-art techniques such as bi-directional attention,
character CNN embeddings and highway networks. Our single model achieves
competitive performance on the SQuUAD dataset, yielding an F1 score of 77.023
and an EM score of 67.072 during testing.

1 Introduction

Question answering (QA) is a key challenge in the field of natural language processing (NLP). QA
systems aim to answer questions posed in the form of natural language, often doing so by making
using of some provided document collection. These systems can potentially serve as customer
service chatbots or personal assistants.

Recently, two key developments have aided in the effort towards better QA systems. First, deep
learning has revolutionized the field of computer science and has already been used to rapidly
make significant progress on difficult problems in natural language processing without the need
for painstaking feature engineering. Second, the release of large-scale labeled datasets, such as the
Stanford Question Answering Dataset (SQuAD) [1], has served as a common benchmark for new
QA models.

In this paper, we integrate state-of-the-art techniques in NLP and deep learning into a question an-
swering model that performs competitively on the SQuAD dataset. Our model consists of a pipeline
of layers: an embedding layer that represents tokens (words) at the word and character level; a filter-
ing layer implementing a Highway Network [4]; a encoding layer; an attention layer implementing
bidirectional attention flow (BiDAF) [2]; and an output layer.

The rest of this paper is structured as follows: Section 2 gives background on the task and introduces
our pre-training analysis of the SQuAD dataset and resulting modelling decisions; Section 3 presents
our model in depth; Section 4 evaluates our model on the SQuAD train/dev/test sets; Section 5
analyzes and visualizes our model’s performance and errors; and Section 6 concludes with future
work and gleaned takeaways.

2 Background

The SQuAD dataset is a reading comprehension dataset. The dataset contains over 100,000 entries.
Each entry contains a context, which is a paragraph pulled from a Wikipedia page; a question, which



























