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Abstract

In this report, we built a multi-attention reading comprehension model for the
SQuAD dataset. The model encodes words by word vectors and character-level
CNN, incorporates Bidirectional Attention Flow, Coattention, and Self attention in
the attention layer, uses a bidirectional LSTM modeling layer, and at last performs a
max-probability answer selection in the output layer. Within 5 epochs, we achieved
F1 score 75.196 and EM score 64.565 on test set for a single model. In the experi-
ment part, we used data statistics for hyper-parameter selection, performed ablative
analysis to show contributions of different components, visualized attentions to
illustrate their effects, and analyzed accuracies regarding other criteria like answer
length.

1 Introduction

Reading Comprehension(RC) is a popular and challenging subtask in NLP where the machines are
trained to read paragraphs, comprehend its meaning, integrate with its own knowledge and come up
with an answer. SQuAD([1] is a large and high-quality reading comprehension dataset which contains
100K+ questions with answers directly taken from the given contexts.

In this project, we have built a reading comprehension model aiming at achieving good performance
on the SQuAD dataset. Started with the neural baseline model, we have made several improvements
regarding the Encoder Layer, Attention Layer and the Output Layer. Character-level CNN is added
to the Encoder Layer so that the inner structure of words and the out-of-vocabulary words can be
better handled with the character embedding. In the Attention Layer, the baseline attention model
is replaced with the combination of 3 different attention models, including bidirectional attention,
coattention and self-attention to better capture the attention flow in both directions. Modeling Layer
is introduced before Output Layer to capture the interaction of the context words conditioned on the
information provided by the question. In the Output Layer, instead of predicting starting and ending
position independently, we predict the ending position conditioned on that of the starting position,
and select the span that maximize the product of joint probability. Last but not least, hyper-parameters
such as embedding size are also tested during the implementation. With these improvements to the
model, we are able to achieve F1 score 75.196 and EM score 64.565 on test set for a single model.

The paper is organized as follows: Section 2 introduces the related work in the area that achieves
high performance on reading comprehension tasks followed by Section 3 which defines the problem.
Section 4 introduces our model in detail, and Section 5 discusses the results and error analyses based
on the experiments. Finally, we conclude our project and discuss about possible future improvements.
























