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Abstract

Machine comprehension is a complicated natural language processing task with
several recent breakthroughs thanks to the advent of deep neural networks. In
our project, we re-implemented the neural network layers of the R-Net model,
including self-attention and an output pointer network, and analyzed their individ-
ual contributions to the final model. We achieved F1 score 82 and EM score 70
on train set, F1 69 EM 59 on dev leaderboard, and F1 71.1 and EM 61.5 on test
leaderboard. We experimented with different dropout values and regularization
methods.

1 Introduction

Natural language processing (NLP) has always been a prominent field in computer science. While
the nuances of different languages used to prove difficult to crack with traditional or statistical meth-
ods, the development of deep neural networks led to an explosion of exciting new applications for
NLP tasks. However, one of the most formidable tasks still is machine reading comprehension,
where a computer tries to predict the answer to a question given a passage.

In 2016, the introduction of the Stanford Question Answer Database (SQuAD) [1], which contains
over 100,000 question-answer pairs, sparked the development of several models that attempted to
tackle the problem of machine comprehension. Such models have continued to improve over time,
with January 2018 marking the monumental point where a model was able to beat human perfor-
mance in the exact match score.

In this paper, we created a model inspired by the R-NET paper [2], using the gated attention-based
recurrent neural network (GABR), self-attention, and pointer network layers. We will analyze the
improvements in performance each of these layers have over the baseline and visualize how the final
model performs on examples in the SQuAD dataset.

2 Related Work

Several successful models have been trained using the SQuAD dataset in the past years. While they
have several differing combinations of features, one included in virtually all the submissions is some
form of attention, such as bidirectional attention flow [3] and self-attention. Attention is the primary
way of encoding information about the question into the passage, and even encoding information in
the passage into itself.

Another prominent feature is pointer networks [4], which use something akin to a decoder to select
indices of the input as the output. When applied to the SQuAD challenge, there are only two outputs:
the probability distribution of the start index, which is based on attention-pooling of the question
representation, and the probability distribution of the end index, which is conditioned on the start





















