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Abstract

In this paper, we implemented a model that answers questions on a given sample
text, working on the SQuUAD dataset. More precisely, we re-implemented the
BiDAF model, and obtained on the test set a F1 score of 75.407 and EM score of
65.572 by ensembling over several models we worked on.

1 Introduction

Machine text comprehension is an interesting and challenging problem in natural language pro-
cessing, as it requires to understand complex interactions between words. It is also a good mark to
evaluate the progress made in NLP and measure how well models can understand text. Moreover,
text comprehension has commercial applications such as text categorization, news-gathering, voice
assistants, summarization or scalable text analysis.

Machine text comprehension is very vast, varying from grasping the gist of a moderately difficult
text to gaining a deep and thorough understanding of difficult texts such as poetry or law bills. In our
project, we will focus on reading comprehension and question answering. Burges defined machine
comprehension tested by question answering by “A machine comprehends a passage of text if, for
any question regarding that text that can be answered correctly by a majority of native speakers,
that machine can provide a string which those speakers would agree both answers that question, and
does not contain information irrelevant to that question.” [1]. Working on the Stanford Question
Answering Dataset (SQuAD), which is a reading comprehension dataset, we have been working on
a model that, given a paragraph and a question about it as input, will answer the question correctly.
An important characteristic of this 100k+ question-answer taken from Wikipedia dataset is that the
answer to every question is a segment of text, or span, from the context paragraph. Hence, the model
does not have to generate the answer text, but only needs to select the span of text that answers the
question.

It is noteworthy that it is hard to evaluate such a model as there are many possible answers that
are all correct given a particular question. We will measure the performance of our model using
two metrics: the F1 and Exact Match (EM) score. The former is given by the harmonic mean of
precision and recall and the latter is a binary variable that measures the exact string match between
the predicted answer and the gold label.

2 Related Work

The public leaderboard on the SQuAD website displays many deep learning models built for this
dataset. Since the initial paper by Rajpurkar et al. [6], many researchers have come up with different
architectures, from Weston et al. with memory networks to Seo et al. with bidirectional attention
flow [7], passing by Wang et al. with match-1lstm and answer pointer [8] amongst others. The current
state of the art model, Hybrid AoA Reader (ensemble) by the Joint Laboratory of HIT and iFLYTEK
Research [9], yields a F1 score of 89.281 and an EM score of 82.482, which is very impressive since
it is actually better than human performance.



3 Our approach - Model Description

Our models take as input a tokenized context and question and outputs two distributions, one for
the starting position of the answer in the context and one for the end position of the answer. In this
section we will describe the different architectures we experimented with, starting from the baseline
model that was provided as a starter point and from which we progressively built our improvements.

3.1 Baseline model

The baseline model that was provided as starting code is structured as follows. First, the tokenized
context and question are embedded in dimension d using pre-trained GloVe vectors ([5]) to get a
vector representation C € RV*? and Q € RM*? where N is the maximum context length, M
is the maximum question length. These vector representations are then successively fed into the
following layers

e Bi-directional encoder layer. The encoder layer is a bi-directional Gated Recurrent Unit
network ([2]) with hidden size & that allows the model to learn temporal relation within the
context and the question. Both C' and @ are fed to this encoder. We concatenate the two
outputs of this layer and get a context encoding Ho € RV*2" and a question encoding
HQ € RMx2h

o Context to Question attention. The attention layer computes an attention distribution of the
context attending to the question. Context to question attention A € RV*2" is computed
using the following equations:

o= softmax(HcHg) cRV*M €h)
M s
Vi< N, A=Y o (Hg); )
i=1

The attention matrix is then concatenated with the original context embedding and the
attention output is H = ([Hc, A]) € RV x4k,

e Modeling output: the attention output H is fed to a fully connected layer which outputs a
downsized representation L of size RV *",

e Output layers: The modeling output L is used as input to the output layers which will
compute the start and end distributions. Each output layer independently computes the
probability distribution as follows:

pslart\end = SOftmax(stlaﬂ[end) (3)

3.2 Bidirectional Attention

The bidirectional attention model replaces the simple context to question attention layer from
the baseline model by a bidirectional attention layer that computes a context to question attention
output and a question to context attention output ([7]). In practice the context to question attention
is computed as follows from the context and question embeddings H¢ and H. First, we compute
a similarity matrix S € RV>*M

Si; = [(He)is (He);, (Ho)i o (Ho);IW )
where o is the element-wise multiplication of two vectors and W € R5" is a learnable weight matrix.
The logits for the context to question output are computed from the similarity matrix by taking

the row-wise softmax. Similarly to the simple context to question attention of the baseline, the logits
are used to compute a weighted sum of the question vectors for each token in the context.

The question to context attention is one single weighted sum of the context vectors corresponding
to the whole question attending to the context. The logits are computed by first taking the row-wise



maximum of the similarity matrix and taking the softmax on the result. The attention outputs are
then combined with the context embedded representation and concatenated to get the final output:

Vi< N, H; = [HD,UD,U® o HD |V o HY] € R®" 5)

where U € RV*2" is the Context to Question attention output and V' € R?" is the Question to
Context attention output.

3.3 Self-Attention

The self-attention layer [4] directly matches the question-aware passage [-dimensional representa-
tions v; against themselves to obtain attention-pooling vectors a; of the whole passage v:

6;- = wgtanh(lej + WQUi)

o' = softmax(e*)
N
= ).
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where wq, W1, W5 and trainable weight vector and matrices. The attention-pooling vectors a; are
then concatenated with the representations v; to be fed to a bidirectional GRU modeling layer which
outputs the hidden states.

3.4 Stacking

It is possible stack the bidirectional attention and the self-attention layers:
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Figure 1: Architecture of our model

To partially alleviate the situation where the span start prediction was located after the span end
prediction, we have concatenated the output modeling layer with the softmax start probability to
compute the end probability, which reduced the number of occurrences of this particular problem.



4 Experiments

4.1 Training Dataset Exploration
The Stanford Question Answering Dataset([6]) contains 86326 entries of questions, answers, con-

texts and spans. In order to better know the dataset we were working with, we plotted the distribu-
tions of the lengths (in tokens) of the questions, answers, and contexts. (Figure 2)
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Figure 2: Distribution of lengths (in tokens) of questions (left), answers (center) and contexts (right)
in the training data set.

There are only 872 questions of length greater than 22, over a total of 86326 questions (i.e. 1%),
hence we set the hyperparameter question_len to 22. Similarly, as there are only 842 contexts
of length greater than 300, over a total of 86326 contexts (i.e. 1%), we set context_len to 325.

Moreover, we also took a look at the occurrences of the answers in the context, and found that
answers appear rather at the beginning of the context. (Figure 3)
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Figure 3: Distribution of positions of the begin (left) and end (right) cursors in the training data set.

Finally, we looked at the distribution of the main different question types and discovered that almost
half of the questions were what type questions. (Figure 4)
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Figure 4: Distribution of positions of question types.



4.2 Training and evaluation

To train our model, we minimize the sum of the average cross entropy loss for the start and end
distribution.

B N
1
Loss = _E Z Z Ystart 5 IOg pst)art ]) + yin)d 2 log(p((irzd J)) (6)

Where yi{)m and ygl)d are the one-hot vectors of the ground-truth start and end spans and B is
the batch size. We trained with AdamOptimizer ([3]) with a learning rate of 0.001, 5; = 0.9 and
B2 = 0.999 for 13000 iterations. We used dropout of 0.15 and trained with batch size 64, context

length 325 and question length 22.

We evaluate our model on two metrics. The EM score, which indicates whether there’s an exact
match between the prediction and the ground truth, and the F1 score, a more lenient metric, which
rewards partial matches between the prediction and the ground truth.

We choose the model parameters that maximized the F1 score on the development set. The
predicted start and end span were selected independently from each other.

Ystart|end = AIEMAX Pstart|end @)

Ensembling was done at evaluation time by averaging the output distributions of all the models.

4.3 Results

The result table (1) show the EM and F1 scores obtained from different models we tried. The
baseline was trained with hidden size 200. The Bidaf model was trained with hidden size 200 for
the encoders. The Self Attention model was trained with hidden size 64 for both the encoders and
the self attention layer. The first stacked model was trained with hidden size 50.

Our two best performing models were obtained by increasing the hidden size from 50 to 150 and
self attention hidden size to 100. The Stack-100-pointer model introduces a direct depen-
dency of the end output layer on the begin output layer and the Stack-100-modeling layer
introduces a modeling layer before the output layer similar to what was implemented in the original
BIDAF model ([7]). The ensemble model is the result of the ensembling of the same models, using
both GRUs and LSTMs and different hyperparameters.

Table 1: EM and F1 score on development set

Model EM Score | F1 Score
Baseline (hidden size 200) 34.38 43.622
BiDAF (hidden size 200) 40.25 50.04
Self Attention (hidden size 64) 51.81 65.12
BiDAF + SelfAttention (hidden size 50) 58.54 69.40
Stack-100 60.96 71.63
Stack-100 + modeling layer 60.7 71.60
Ensemble 65.025 75.249

S Result Analysis

We analyze the results of our best performing model Stack-100-pointer model.



5.1 Breakdown by question type

First, we break down the model’s performance based on the type of questions contained in the
dataset and computing the F1 and EM scores within the category (2 using results of the model on
the preprocessed dev set which contains 10391 questions.'

We see from table 2 that questions containing the keyword why have the lowest EM and F1 scores,
while questions containing the keyword who and when have the highest scores. One explanation for
this is that questions of the type why generally require a longer answer than questions of the type
when or who can be easily answered by finding the right date or person in the context. This is further
confirmed in figure 5 where we see that the answer length for questions of type why is generally
larger than for other question types, while there does not seem to be a distinction between question
types for context and question lengths.

Table 2: EM and F1 score on development set by question category

Question type | EM Score | F1 Score

All 51.20 66.12
Why 17.83 48.30
What 48.58 64.10
When 65.51 76.61
How 48.79 65.55
Who 61.83 70.00
Where 44.33 61.54
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Figure 5: Distribution of answers (left), contexts (center) and questions (right) lengths in number of
tokens in the dev set by question type

5.2 Attention visualization

For further analysis, we visualize the output of the Bidirectional Attention layer which gives us
two attention outputs: a context to question attention distribution (Figure 6), a question to context
distribution (Figure 7) as well as the resulting span distributions (Figure 8) for a failure and success
case. Supplementary materials also offers a visualization of the self attention weights. (Figure 9)

e For the failure case the question and context were:

Who became the king of the Canary Island?

bethencourt took the title of king of the canary islands, as vassal to henry iii of
castile in 1418. jean’s nephew maciot de bethencourt sold the rights to the islands
to enrique perez de guzman, 2nd count de niebla.

Our model predicted the answer to be henry iii of castile when the correct answer was
bethencourt.

"Note that since we consider the score on the preprocessed development set, this score is different than the
one reported by the of ficial_eval script.



The context to question attention distribution did correctly map king of the canary islands
with a lot of certainty but the distribution of answer spans favored henry iii of castile over
bethencourt. It is however noteworthy that the model suggested two answer spans, one of
them being the correct one. It therefore was not very far from predicting the correct answer.

e We chose the following positive example:

who was the nfl commissioner in early 2012?

in early 2012, nfl commissioner roger goodell stated that the league planned to
make the 50th super bowl ’spectacular” and that it would be ’an important game
for us as a league”.

The context to question attention distribution did correctly map nfl commissioner and in
early 2012 with a lot of certainty and the distribution of answer spans only returned the
correct span with probability one. We can also note that the model also maps context
words like “league” or “super bowl” to "NFL”, which suggests that it is able to infer a
close relation between words that designate the same idea.

Figure 6: Context to Question Attention distribution from the Bidirectional Attention layer. Left:
failure case, Right: success case

6 Conclusion

For this project, we have reimplemented the BiDAF layer that we have stacked with a self-attention
layer. Besides, we have showed how important attention was, as the mere self-attention layer in-
creased the baseline scores by 50%! We have also tried running more complex models, such as
replacing the final fully connected layer by a RNN for instance, but have faced memory issues.

Overall, we are rather satisfied by our model, as it has achieved good results. The visualizations
show that even when our model was wrong, the correct answer was never completely neglected,
which is promising for future work. There are indeed still many improvements to be made, and we
have only tested a couple of hyperparameters during the time we had to work on our project.



Figure 7: Question to Context Attention distribution from the Bidirectional Attention layer Left:
failure case, Right: success case

Figure 8: Distribution of answer spans, Left: failure case, Right: success case
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Supplementary materials

Figure 9: Visualization of the output of the self attention layer for the context ”The panthers used the
san Jose state practice facility and stayer at the san jose marriott. The broncos practiced at Stanford
University and stayed at the Santa Clara Marriot”. One can see that for the word ”Broncos”, the
attention is focused primarily on the words Panthers” and ”Broncos” which are the names of two
teams.
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