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Abstract

In this paper we explore ensembling of different question answering systems,
which significantly improves performance over any individual model. We propose
a diverse ensemble of variants of three high-performing SQuUAD model “fami-
lies”: the BiDAF Network [4], the Mnemonic Reader [2], and ReasoNet [5]. Our
results support the claim that diverse ensembles of models, such as an ensem-
ble of one model from each family, generally outperform less diverse ensemble
of high-performing models, such as an ensemble of three models from the same
high-performing family. Our final ensemble of three models from each family gets
an F1 score of 79.5 and an EM score of 70.0 on the validation set.

1 Introduction

Machine Comprehension (MC) and Question Answering (QA) tasks have grown in popularity in
recent years due to many new developments in Natural Language Processing (NLP) and the creation
of large question answer datasets. Many high-performing MC models have been created that per-
form on near-human capability in tests using datasets like the Stanford Question Answering Dataset
(SQuAD) [3]. One of the main threads throughout model performance has been the idea of an en-
semble. Namely, by training multiple models with different initializations, performance can improve
by anywhere from 1-3%, as different initializations allow models to learn slightly different repre-
sentations and thus slightly different solutions for each datapoint [1, 4]. In this paper, we attempt to
take it a step further, ensembling not just models with different initializations, but also models with
different hyperparameters and different mechanisms entirely.

2 Related Work

The model we propose is largely based on variants of existing high-performing SQuAD models.
In particular our model heavily relies on the bidirectional attention flow layer discussed in Bi-
Directional Attention Flow for Machine Comprehension which produces a query-aware context layer
that incorporates both context-to-question and question-to-context attention [4]. We also emulated
and implemented variants of the iterative reasoning techniques described in Reinforced Mnemonic
Reader for Machine Comprehension [2] and ReasoNet: Learning to Stop Reading in Machine Com-
prehension [5]. Finally, we drew ideas for our ensemble from Neural Network Ensembles [1], which
discusses the benefits of constructing an ensemble of diverse models.

3 Model

Our model consists of an ensemble of nine different models, broken down into three model fami-
lies with individual models within each family trained with different hyperparameters. By training
different types of models with different sets of hyperparameters we increase the diversity of our
ensemble, which has been shown to improve performance [1].
























