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Abstract

In this paper, we replicate the results of the bidirectional attention-based approach
to question answering first introduced by Seo et al. [1]. We attempt to improve
upon this model using self-attention as proposed by Wang et al. [2] in the R-net
architecture, but find that using a combination of the two attention types fails
to produce an improvement in accuracy. The performance of our final model
architecture achieves comparable results to the original papers on the Stanford
Question Answering Dataset (SQuAD) [3], with an F1 score of 76.74 and an EM
score of 67.86.

1 Introduction

Question Answering (QA) is a particularly well-known problem in the field of machine comprehen-
sion, in which a model attempts to locate the answer to a query within a passage of text. That is,
given a context C (the passage of text) and a query () about the context, we want to find the span of
contiguous words in the context (Cls;qrt...Ceng) that forms the correct answer A. For example:

Context paragraph: Organized crime has long been associated with New York City, beginning
with the Forty Thieves and the Roach Guards in the Five Points in the 1820s. The 20th century
saw a rise in the Mafia, dominated by the Five Families, as well as in gangs, including the Black
Spades. The Mafia presence has declined in the city in the 21st century.

Question: The Forty Thieves and Roach Guards were two gangs that operated in what area of
New York in the 1820s?

Answer: the Five Points

This task still poses a challenge for many machine learning models, because the interaction between
the context and the query can be very complex. As evidenced by the online leaderboards [3], this
challenge has been a recent area of focus for many research groups and companies.

2 Background/Related Work

Previous approaches in this area have made heavy usage of recurrent neural networks (RNNs), which
output a hidden state for each timestep in a sequence. This can be used to generate a vector represen-
tation that encodes information from each of the context and the question, similar to the idea behind
word embeddings. The problem with this approach is that most models utilize only the final hidden
state from the RNN, which may have already forgotten information from the beginning of the se-
quence by the time it reaches the end of the sequence. This makes long-term sentence dependencies
difficult to deal with.
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