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Abstract

Reading comprehension, answering a query about a given context, is an
important task in machine learning. This task is proven to be difficult as it
involves modelling interactions between two separate pieces of information
i.e. the context and the query. Attention system has been successful for
reading comprehension where a small portion of the context is focused
based on the query. We have used the architecture from Bidirectional
Attention Flow(BiDAF) model, which was introduced by Seo et al.[1], to
build a multi-layer architecture for this problem. Our model achieved F1
score of 72.925% and EM of 62.75% on Stanford Question Answering
Dataset(SQuAD).

1 Introduction

Reading comprehension is the ability to process text, understand its meaning, and to
integrate it with what the reader already knows. Applying machine learning to the reading
comprehension task, also known as machine comprehension, has become popular. From a
research perspective, this is an interesting task because it provides a measure of how well
systems can ‘understand’ text. From a practical perspective, this task is useful in building an
Al system so that you can understand any piece of text — like a class textbook, etc. Models
designed for end to end machine comprehension must generate a relationship between the
context and the query and should be able to pick the key words from the context that answers
the query.

In this paper, we describe our approach for the machine comprehension problem. We have a
baseline model[5] with GRU contextual embed layer, basic attention and fully connected
ReLU network. Our architecture is inspired from the architecture used in Bidirectional
Attention Flow(BiDAF)[1] and is built on top of baseline model. We experimented with
various alternatives at each of the layers which is described in the subsequent sections.

2 Problem Definition — The SQuAD Challenge

Stanford Question Answering Dataset (SQuAD)[2] is a reading comprehension dataset. This
means our model will be given a paragraph also called as context, as input. The goal is to
answer the question correctly.

Let us formulate the problem a bit more formally. Given a context or passage which is a
sequence of words of length N, C = {Cy, ...Cy} and a question or query which is again a
sequence of words of length M, Q = {Q4, ... Qu}, our model needs to predict a pair of indices
{lstart> lena} such that 1 < lggre, leng < N which is the start index and end index of answer
within the context.





















