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Abstract

Machine comprehension is an active field of research in the Natural Language Pro-
cessing community. In this paper, we explore different models to perform question
answering given a context (a passage of text) and a question about the context. We
used parts of the Bidirectional Attention Flow architecture [1], Co-Attention Ar-
chitecture [2], feature engineering, and other performance optimizations to create
our final model architecture. Our best performing single model achieves 74.4%
F1 score on the SQuaD dev set. Our best performing ensemble model achieves a
76.01% F1 score on the SQuaD dev set and a 76.79% F1 score on the SQuaD test
set.

1 Introduction

The rise of neural networks has enabled and advanced many tasks in Natural Language Process-
ing. One such task is machine comprehension. Machine comprehension aims to predict the correct
answer to a question about some context (a passage of text). A popular dataset that consists of cor-
responding questions, context, and answers is the Stanford Question Answering Dataset (SQuaD)
[3]. In this paper, we use this dataset and implement parts of the Bidirectional Attention Flow [1]
and Co-Attention [2] models to achieve results on the Machine Comprehension task. In addition,
we include additional input features; some taken from work done by Chen et al. [4] and some of our
own. Ensembling our models also helped boost our performance.

In Section 2, we elaborate on the SQuaD dataset and present our analysis. Section 3 outlines the
different architectures we explored and work done related to our paper. Section 4 contains experi-
ments we ran on our models, input features, and an analysis of our results. Lastly, in Section 5, we
conclude by stating future work that can be done as an extension to the work done in this paper.

2 Dataset

The dataset used in this paper is the Stanford Question Answering Dataset [3], released in 2016.
Since the release of this dataset, there has been countless models and architectures striving to per-
form well on machine comprehension using this dataset. It consists of over 100,000 question and
answer pairs on 500 contexts. An example of a question, context, and triplet is show below.

e Context: ... Denver linebacker Von Miller was named Super Bowl MVP, recording five
solo tackles, ...

e Question: Who was the Super Bowl 50 MVP?
e Answer: 32 - 33 (start and end indices corresponding to the phrase Von Miller)

In order to understand this dataset in more detail and motivate future design and hyperparameter
tuning decisions, we analyzed the dataset further. We first observed the length of the contexts,






























