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Abstract

Question Answering has been an exciting and challenging task in Nature Lan-
guage Processing as it depends on how well systems can understand the text. In
this paper, we tried different combinations of latest models and proposed the resid-
ual feature aggregation layer and the weighted loss function. We evaluated on
SQuAd Dataset and achieved (F1: 75.42, EM: 65.345) on devset using a single
model, (F1: 76.004, EM: 66.263) on devset and (F1: 77.036, EM: 67.922) on
testset with 9 checkpoints ensemble.

(a potential better test set score is still under testing and will be updated by March
22nd 5:00 pm)

1 Introduction

Reading Comprehension has been a challenging task for machines, requiring both word level under-
standing of natural language and knowledge level understanding about the world.[4] Such problems
have gained significant popularity over the years not only because of their vast applications in the
real world, but also theoretical underpinnings for language and deep learning research. Just like the
contribution of ImageNet for object recognition, a large and high-quality reading comprehension
dataset Stanford Question Answering Dataset(SQuAD) released in 2016[4] has also led to many
research works and significant breakthroughs in building effective reading comprehension systems.
Especially, R-Net[1], BiDAF[5], DCN[2] and DCN+[3] investigated different kinds of attention
models and their variants achieved breathtaking performance on SQuAD(82.482 EM for R-Net vs
82.304 EM for human performance)

We tried to answer two questions in this paper: 1. How to get a good contextual representation
for sentence. 2. How to directly make sure our optimization goal is consistent with the evaluation
metrics. To do that, we started from the baseline model, evaluating different modules that can be in-
serted directly, and finally designed a model built on top of BiDAF with residual feature aggregation
layers. We also propose F1-EM-weighted loss function particularly for this reading comprehension
task. We find simply stacking multiple RNNs(or even residual version) leads to poor generalization
performance. And attention layer is extremely important for the model to focus on certain parts of
the question context. So we use BiDAF layer as our attention layer. We finally ensemble 9 models
for testing and it achieves reasonably good results on leaderboard.

The rest of the paper is organized as following: Section 2 describes the dataset and the goal of the
task Section 3 describes the model I've tried and the strategies I’ve explored to answer our two basic
questions. Section 4 includes all the qualitative and quantitative analysis of each model, including
error, loss and attention analysis. Section 5 is about model discussion and future work.



























