Building NLP Classifiers Cheaply With Transfer
| earning + Weak Supervision
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ApprOaCh g 06 1 - « We have evidence that weak supervision combined with
o transfer learning helps build text classifiers cheaply.
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* Ratner, A. et, al. (2018) Snorkel: Rapid Training Data Creation

94% Precision / 39% Recall with Weak Supervision.
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