
The model is a weighted ensemble of networks trained 
by fine-tuning the base BERT model for question 

answering [1].

Two types of architectures and three max sequence 
lengths were tested: vanilla/attention and 128/256/384. 

The vanilla models utilize a single linear layer stacked 
on BERT for output while the attention models utilize 

multiplicative attention for generating answer spans.

The Model
The SQuAD 2.0 dataset was used to train the model.

It consists of context-question pairs as inputs and 
either corresponding answer spans from the context 
or no answer as outputs.

The data split is as follows: 129941 training examples, 
6078 dev examples, and 5915 test examples.

The DataThe Problem
Open domain question answering is a field of nlp that 
requires systems to answer questions of any topic and 
consequently develop a more complete understanding 
of language.

Google’s bert is a pre-trained language model that has 
had success in a variety of nlp tasks, and Extensions of 
bert are currently state-of-the-art for question 
answering.

While a variety of ensemble combinations and weights 
were tried, the ensemble using the 128V, 128A, 256V and 
384V models (with the 256V and 384V models weighted 

twice the others) performed the best.

individually, the 256v model had the highest 
performance.

overall, The model achieved 75.716 em and 78.338 f1 
outperforming the baseline by +19.725 EM and +19.047 F1.

The Results

Maximum sequence length appears to have the greatest impact on the performance of the model. That being said ensemble models can still benefit from single 
models using a variety of sequence lengths as the models succeed on different types of questions. Finally, given more time and resources, the effects of using the 

large bert model (as opposed to the base model used here) would be explored.

conclusion

Because roughly half of the dataset has unanswerable questions, models tend to bias toward incorrectly marking questions as unanswerable.

The weighted ensebmle allows the model to overcome this bias by incorporating the 5 most likely answers from a variety of architectures that succeed at different 
types of questions. For the example above, the 384V single model — the model with the largest context — incorrectly does not answer the question; however, the 

ensemble gets the question correct because of its other components. While not perfect, the weighted ensemble approach does boost performance.
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...the treaty of Saint-Clair-sur-Epte between King Charles 
III of West Francia and the famed Viking ruler Rollo...

Who did Rollo sign the treaty of Saint-Clair-sur-Epte with?
+ =

Who did Rollo sign the treaty of Saint-Clair-sur-Epte with?

King Charles III of West Francia


