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Our BERTQA model  tackles the question answering problem based on 
SQuAD 2.0 [1] and our augmented version, SQuAD 2.Q.We have  tested 
the limits of applying attention in BERT [2] to improving the network's 
performance. BERT applies attention to the concatenation of the query and 
context vectors and thus attends these vectors in a global fashion. We 
propose BERTQA which adds Context-to-Query (C2Q) and 
Query-to-Context (Q2C) attention in addition to localized feature extraction. 
Our augmented dataset will be publicly available on our github [3]. After 
performing hyperparameter tuning, we ensembled our two best networks to 
get F1 and EM scores of 82.317 and 79.442 respectively. The experiments 
took around 300 GPU hours to train.

SQUAD2.Q

Fig 2: Backtranslation example
● Question augmented version of SQuAD 2.0 using back translation 
● Helps Network learn syntactic and grammatical variance in language 

when questions are posed in different ways based on paragraphs.
● Work can be further extended to Contexts

Table 1: Results for BERT Base compared to our additions. For the 
base model, the convolutional layers added inside the C2Q/Q2C 
coattention layers provided the best results. The transformer skip does 
not provide significant gains commensurate to the added overhead.

Table 2: Results for BERT Large compared to our three best 
performing models and the ensembled model. The ensembled model 
performs the best in all categories except for the has answer F1. The 
significant gains in the no answer F1 can be attributed to both 
coattention, data augmentation and the ensembling method.

Fig 3: Performance for different question types compared to Bert 
large. Other refers to questions that do not fall in the other 7 
categories, such as ‘Is it?’.

Fig 4: Example cropped context and question where the BERT Large 
model is incorrect while our model is correct due to the coattention’s 
ability to maintain word pair relations. 

Fig 1: BERTQA architecture using BERT, Co & Self Attention and LSTM

Fig 5: Attention distribution for questions with and without answers. 
Question with answer has attention over answer span while question 
without answer has attention only on separator which is outside the 
span of the context. 
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We present a novel architectural scheme to help the network learn directed 
co-attention which has improved performance over the BERT baseline. We 
present SQuAD 2.Q, an augmented dataset, developed using NMT 
backtranslation. Our ensemble model gives a ~3.5 point improvement over 
the Bert Large dev F1. We also learned about how different model 
components do or don't work together and that some architectural choices 
like convolutional layers that work so well in computer vision do not 
necessarily work as well in NLP. As future work, we would like to pre-train 
our directed co-attention layers and extend SQuAD 2.Q for contexts. We 
would like to thank the CS224n Team for all the support throughout the 
course and Cloud access.


