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Conclusions

output of the embedding layer.
= Self-Attention Block: Based on the QANet Encoder
Block (without the position encoding layer). The self-
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