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e \We observe that BLEU score seems to peak around k=5 and decrease from there.
e \We also observe that the top predicted hypothesis seems to be by far the most important

e Sample subset of k new candidates from distribution

for a good translation.
- ' (Right) plots beam size against translation time.
Beam searCh algorlth ms e 1’ e \While DPP and hybrid approaches take longer than top-k beam search, these results
e S e, show that beam size is still the largest factor in determining how long a translation takes.
Algorithm 1 Top-k beam search v % E Tty . . e .* Source sentence: Y me dije: "Un momento, esto parece interesante.”
Input: Vocabulary V', beam size k g e ' K P - o Reference translation: And | was like, "Hold on. That sounds interesting."
1: Ho+ {[<s>]} e B e a g fu. & s *F Top-k translation:  And | said, "A moment, this seems interesting.
§ f{g”’éplete <0 DPP Independent DPP translation: And | said, "Wait a moment, this seems interesting.
4: while |Hcomplete| 75 k do
5. Kie & k — |Heomplete| Top-k-sampled Beam k-DPP-sampled Beam
6:  Hiemp < top_scores(Kiive, {[h, w]|h € Hy,w € V'}) . 'And', 'I', 'said', 'to'] 'And', 'I', 'said', 'to']
; Zcomplete;l_h{hbzeHtc;lmpaht—i—l =< \S>} CO"CIUSIO“S :'And', VIV, 'Said,', vnAv] :lAndl’ lIl’ 'said,', l"Al]
9 t<t—+1t<—|jl{ e RS o1 #<\8 >}  'And', 'I', 'said,', '""One']  'And', 'I', 'said,', '""One']
'And', 'I', 'said,', ""It'] 'And', 'I', 'said,', '"Wait']
'And', 'I', 'said,', ""It\'s']  'And', 'I', 'said,', '""You']
Algorithm 2 k-DPP b h : :
ot B ¥ e Ll i e \We found that DPPs had both the theoretical backing
I Hy  {[< s >]}’ ’ d | 19 tential to i di it fb Runtime Analysis: We determined that for a vocabulary of size |V|, beam size of k, and
2: Heompiete < ¥ dana real-woria potential 1o Improve diversity of béams maximum sentence size of m, pre-sampling (before DPP) from a set of size S:
% wohlle |Hous| £ i do within beam search. Top-k beam search = O(|V|K")
S ke o b o el . . k-DPP beam search = O(|V|S%k™)
6: Hpp01 < top_k(S, f[h,wuh c Hy,weV}) ® Real-world ana|y3|5 Showed that pU re DPP Samp“ng But by setting S to be a factor of k, we can reduce it to simply
I Hiem kdpp_ le(Kiive, Hpoo . - —
. B el ] underperformed top-k, but a hybrid approach seemed k-DPP beam search = O(|Vk”)
0: Ht+1 < {h|h = Htempa ht_|_1 ?é< \S >}
0

0ttt to track top-k performance.
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