
ولمدرستھا و
ل مدرست

ھا

We then use morphology aware tokenization of the Arabic words, and 
pretrained embeddings. 

●

●

Where K, V, and Q are the keys, values, and queries. We then implement 
the following model.  

Results

The same logic applies to Arabic words, prefixes, suffixes and other 
subwords. A suffix corresponding to the gender pronoun ‘her’ is the same 
in every word so there’s no need to reinvent the wheel every time. Our 
modification in the multi-head attention is as follows:


