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Transformer is a powerful model but uses a
significant amount of computing and storage
resources. We use quantization to reduce
model size and measure quantized model’s
accuracy on machine translation, sentence
classification, and question answering. Our
results show the following:

• 8 bits quantized model performs only
slightly worse than 32 bits model. When
fine-tuning data is scarce, 8 bits model can
outperform 32 bits one. This means
transformer can be deployed to smart
phones, enabling fast offline translation.

• Use pretrained 32 bits model to initialize
quantize model reduces training time and
improves accuracy.

• Aggressive 1 and 4 bits quantization
reduce accuracy dramatically.

• However, if only model weights are
quantized, 1 bit quantization shows
promising results.

Figure 1: Linear layer with quantize operator.

Quantization Level BLEU

32-bit 27.83

8-bit 26.94

4-bit 23.18

1-bit 2.50

1-bit (weight only) 23.88

Quantization Level Dev Acc

32-bit 84.6

8-bit 86.3

4-bit 68.4

Quantization Level Dev EM Dev F1

32-bit 81.18 88.52

8-bit 81.05 88.37
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